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Encore Computer Corporation was established in Marlborough, Massachusetts in 1983 by some very experienced, senior and notable computer professionals: Kenneth Fisher (ex-CEO, Prime Computer), Gordon Bell (Vice President, Digital Equipment Corporation [DEC]) and Henry Burkhardt III (co-founder of Data General and Kendall Square Research). The intention was to commercialise parallel machines using commodity microprocessors.

The Encore Multimax commercial symmetric multiprocessor (SMP) minicomputer was introduced in 1985, based on a 10MHz National Semiconductor NS32000 series microprocessor chipset, which included a 32-bit CISC CPU, a floating-point coprocessor, a virtual memory coprocessor, and several other support chips, very attractive for its clean and orthogonal instruction set and the simple interconnection of its CPU-group hardware. Up to ten processors shared a proprietary 100Mhz snoopy cache-coherent 32-bit address and 64-bit data Nanobus. It ran symmetric ports of the BSD, UNIX System V or Mach operating systems.
Unfortunately the NS32000 had lost its market momentum due to many design bugs in its original NS16032 / NS32016 chipsets. Later Multimax models employed faster NS32332 and NS32532 chipsets, but National Semiconductor National halted further development of the NS32000 series in 1989. Encore then pivoted to the Motorola 88000 RISC microprocessor, but then in the early 1990s its further development was halted too. By 1994 Encore pivoted yet again to the DEC Alpha 21064, but with little success.
Their main competitor was initially the Sequent Balance, also NS32000-based, but in 1987 Sequent switched to i80386 processors for a successor, the Sequent Symmetry. Both companies were pioneers of large-scale symmetric multiprocessing, which with contemporary advances in cache coherency protocols had become a hot topic. Encore still exists as an entity, albeit not an independent company anymore.
The homepage for this catalog is at: https://www.scss.tcd.ie/SCSSTreasuresCatalog/
Click 'Accession Index' (1st column listed) for related folder, or 'About' for further guidance. Some of the items below may be more properly part of other categories of this catalog, but are listed here for convenience.
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Figure 1: Encore Multimax Technical Summary, front cover
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Figure 2: Encore Multimax Technical Summary, rear cover
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Figure 3: Encore Multimax Technical Summary, spine
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Figure 4: Encore Multimax Technical Summary, inside-front-cover and page i
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Preface

The Beginnings

Founded in May, 1983 by Kenneth Fisher and others, Encore Computer Corporation
spent its early months exploring possible company directions. By the end of the sum-
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For these reasons, E fecided to sp he develop i
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lvant f ting t | fi tand existing
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and developing microprocessor and peripheral chips, and an as yet undetermined bus

design. Marketing and engineering personnel agreed that a successful machine must

deliver an unprecedented price/perfo i0, mus modular and expandable

must provide implicit as well as explicit opportunities for parallel program execution,

and must provide customers access to all major languages, tools, and applications
available to the industry.

Early Multicomputer Architectures

As a concept, the multiple-processor computer system was not new: the Burroughs
B5000, a dual symmetrical processor, had been introduced in 1961. In the following
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Figure 5: Encore Multimax Technical Summary, pages ii and iii
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Encore’s response to thls problem was that, although unhmlted scalablhty of a parallel
dpric

processing architecture might be th retica lly attractivi at too h
terms of the gr d-upon objectives. E e emded that hmlted scalablllty WA
tabl Id produce ve

the saturatlon pomt could be moved high enough

Bus Design
After some dellberatlon O' gr | that he t

i The first wa s to
create a w1de, very high- speed bus that would have surplus bandwrdth to permlt the
bus t 1 generations of microprocessors,” eac
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Nanobus, a 100 Mbyte/second ing independent ad ress (32 blts p us
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Cache Design
The high-bandwidth Nanobus design, however, was only part of Encore’s solution to

the bus saturation problem. A second component of the solution was to minimize the
need for proc OCeSSoTS to access the bus at all Smce the prmcrpal actwnty of Von N u-
data to memory, it was clear that Y f ing the load he t top
VidC cdbil Processor Wlt:_l dan auxil 1li

the most recently accessed (and m s llkely to be reaccessed) instructions and data
Because caches would be small relative to the size of main memory, they could be
implemented with high-speed static RAM that could be acc ed without wait states

and thereby serve the additional purpose of speeding up processor executlon time
while still preserving the shared-memory model of the architecture. The first genera-
tion of Encore processor boards allocated 16K bytes of cache memory for each proces-

r, the second generatlon allocated 64K byt nd the third 256K bytes. Although

the growing power
cache memory, these cache sizes prov1ded estrmated hit rates |n the neighborhood of
89%, 95 7%, and 97.5%, d, only a very small
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Bus Watching Protocol
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Figure 6: Encore Multimax Technical Summary, pages iv and v
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Future Hardware Development

But 200 MIPS is by no m the upper limit of the Nanobus archrtecture Encore rs
currently developlng a ystem tentatively called GigaMax, under

Defense Ad anced Research Pl‘O_]eCtS Agency (DARPA) that uses a patented tightly-

coupled, multipl and greatly increase
maximum performance far above 200 MIPS. The Gigamax will “consist of up to eight
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coupled logic (ECL) srgnals wrth a nintl h Nanobus actmg a a glob ch Each
Multimax will use nsisten
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Multimax Software
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rup p rocessed by any available processor. Thls ully symmetric operatmg system

havior, working in conjunction with the automatic load-ba lancing features of the
Multimax, transparently converts the multiprogramming characteristics of standar
essing characteristics. The result is that multiple-process
envrronments like those that have always typlfred UNIX, are parallelized automati-
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O
=
- ©
3
F_
(=2

Encore’s two primary operating systems, UMAX 4.2 and UMAX V (compatible with
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Figure 7: Encore Multimax Technical Summary, pages vi and vii
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Figure 8: Encore Multimax Technical Summary, pages viii and ix
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Figure 9: Encore Multimax Technical Summary, pages x and xi
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Figure 10: Encore Multimax Technical Summary, pages xii and 1-1
