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About this Software Manual

Important information in this manual appears as:

NOTES - Notes contain important information and useful tips on the operation of Nexsan Disk Storage
Products.

CAUTIONS - A Caution must be observed to avoid damage to the equipment.

WARNINGS - Warnings must be followed carefully to avoid personal injury.

All information within this manual is correct at the time of print. Nexsan Technologies is constantly working
on new features. As a result, new firmware may be available. Please contact Nexsan Technical Support to
check for the latest revision.

NOTE - Nexsan firmware follows a convention whereby a 4-character version number is used. The first
character denotes a storage product’s controller — 4=ATABoy2S, 5=ATABoy2F, 8=ATABeast,

9=SATABIade, A=ATABoy2x, B=SATABoy, C=SATABeast, D=SATABoy-SCSI, G=SATABeast (4G),
H=SATABoy2/SASBoy, K=SATABeast Xi, L=SATABoy2-SH, N=SATABeast2/SASBeast and P=SATABeast
2.5. Note that in newer versions of firmware version Kxxx was merged with Nxxx. This means SATABeast2
and SATABeast Xi now run the same Nxxx firmware. The second digit is a letter representing a bug-fix
release letter (e.g. “b” being newer than “a”, and the last two digits represent major and minor feature release
versions. Major feature versions are often referred to as (e.g.) “6-series” code, where in this case the 6 is the
third character of firmware release’s filename. File made available for upgrade are usually in the form of a
“ZIP” file, and can be found on Nexsan’s website, or through Tech Support.

Errata

This version of the Manual covers new AutoMAID features. There is now a new button that appears on the
left hand side of the GUI called “Power Settings” that was not present in older firmware and the System
Admin options no longer show AutoMAID tab. Some screenshots in this manual may not show this new
button.

For Your Own Safety

In the interest of your own safety and perfect performance of your new product and computer system please
note the following:

Computer components and disk drives are sensitive to static charge. Take precautions to earth any
electrostatic charge from your person before and while handling the components with your hands or any
tools. Please use the anti-static wrist-strap shipped with your storage product.

Ensure correct lifting methods are used when handling your storage product. Special care should be taken
when removing the unit from its packaging and positioning it to the required location.

When installing storage units as rack-mounted components, ensure that all Nexsan-supplied mounting
fixtures are secure. Do not mount units exclusively by the front ears. All bolts and screws should be fully
tightened. Failure to comply with this may result in the unit not being fully supported in the rack and could
lead to the product dropping out of the rack or falling onto other rack components.

WARNING - ENSURE THAT THE RACK IS SUFFICIENTLY STABLE BY HAVING WALL ANCHORS OR
STABILISING LEGS. THIS IS ESPECIALLY IMPORTANT FOR SATABEAST.

WARNING — ALWAYS USE THE SUPPLIED IEC POWER CORDS.

WARNING - OWING TO THERE BEING MULTIPLE POWER CONNECTIONS, YOU MUST REMOVE ALL
POWER LEADS TO COMPLETELY ISOLATE THE POWER.

CAUTION - FOR EMR COMPLIANCE, USE FERRITES, IF SUPPLIED.
CAUTION - RISK OF EXPLOSION IF BATTERY IS REPLACED BY INCORRECT TYPE. DISPOSE OF

USED BATTERIES ACCORDING TO THE INSTRUCTIONS PRINTED ON THEM OR IN COMPLIANCE
WITH YOUR LOCAL REGULATIONS.
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Short Product Description

NOTE — The terms SATABoy and SATABeast are used throughout this manual and in the products’ GUls as
generic names for Nexsan’s 14 drive and 42 drive storage units. Variants of the controllers used in these
products cover Fibre and SAS host interfaces, and controllers designated as “SATABoy2” and
“SATABeast2” also support SATA and SAS disk drives. This manual also covers “Xi” variants of the products
for use in Apple environments, and the drive expansion unit known as “NXS-B60E”.

The SATABeast/SASBeast, SASBoy/SATABoy and NXS-B60E products represent the next generation of
high speed, high-capacity disk storage subsystems from Nexsan Technologies. The SATABeast holds a
maximum of 42 drives in 4U of rack space and the SATABoy has 14 drives in 3U, both offering unparalleled
performance and quality in RAID subsystems. The NXS-B60E holds 60 drives, in 3 “disk modules” of 20
drives in each drawer.

SATABeast and SATABoy high-availability features:

e All main hardware components of SATABeast and SATABoy are pluggable; these include Power
Supply Units (PSUs), RAID controller(s) and disks.

e Firmware upgrades can be achieved without loss of access.

e A number of user-selectable failover modes are provided that allow the user to choose between
host-based multi-pathing solutions, or simple Active-Passive/Passive-Active operation, through to
dual or single controller non-redundant modes.

GUI

SATABeast and SATABoy are configurable through Nexsan'’s unique Web-based GUI tool. The web
interface uses standard HTML and is compatible with all mainstream browsers (Internet Explorer, Netscape,
Opera, Mozilla, Firefox, Safari etc) which are not hardware, software or Java™ runtime specific. Nexsan
recommends use of the Storage Manager tool for discovery and setup of the equipment.

Host interfaces

SATABeast and SATABoy provide 2x Fiber Channel and 2x 1G iSCSI ports per controller which can be used
simultaneously. Some versions have 2x 12G SAS ports and 2x 1G iSCSI ports per controller. Depending on
the model you have, the Fibre ports may be 2G or 4G. More recent units have standardized on 4G ports,
while the SATABeast 2.5 controller runs Fiber Channel at 8Gb/s and has SAS-based expansion ports.

The products have a sophisticated Host Access Control List mechanism that replaces the older “LUN
Masking” system, and xx66 software introduces a new GUI SSL feature for improved security.

AutoMAID Power Saving
Depending on disk drive make and model, up to 3 power-saving modes can be deployed using “Auto-

MAID”™, This is done on a per-disk basis, and power savings in some environments are around 50%, and
Nexsan recommends you use this feature.

Disk Drives
SASBeast, SASBoy and the NXS-B60E have the ability to mix SATA and SAS drives in a single enclosure.

All Nexsan supplied disk drives are fully pre-qualified for use in the system and each shipped drive will have
undergone stringent burn-in and quality testing.
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Getting Started

The user must first read the relevant Hardware Manuals in order to safely install the unit. This Software
Manual assumes that the user has already identified the physical features of their product, such as LEDs,
communications ports and the location of major physical subsystems.

Since the SATABeast and SATABoy and variants have a common Operating System and almost identical
software features, this manual is appropriate for both systems. Note that screenshots in this manual vary
between SATABeast and SATABoy and may not precisely match the GUI for the product you are using.
Newer firmware revisions may also affect the features and the GUI layouts.

This manual covers most of the features that can be accessed through the product’s web-based GUI, but not
all the features need to be setup, or indeed understood, to get the product up and running well enough for
most environments.

Basic Setup Procedure

Note that units are shipped, unless to special order, with the following defaults:
e SATABeast has 4-off 10-disk arrays and 2 pool spares.
e SATABoy with a single controller has 1-off 13-disk array, and one pool spare,
o Dual-controller SATABoys have 1-off 7-disk array, 1-off 6-disk array and one pool spare.
o NXS-B60E has no pre-defined RAID configuration.

Take the following steps to get a storage system with your desired RAID and LUN mapping setup:

Set up initial IP access to the unit in order to be able to control it through a browser.
e See “Initial Network Address Setup”.

Access the target unit via your browser and notice that a checklist is presented in the GUI. This is designed
to show which setup steps have or haven’t been completed.
e See “Quickstart Configuration Checklist”.

Set up detailed network configuration to ensure proper IP connectivity,
e See “Configure Network”.

Set up time and date in order to ensure events are recorded at the correct time in case problems occur.
e See “Date and Time Settings”.

Set up RAID sets using QuickStart if you wish to alter the default RAID settings.
e See “QuickStart”.

If an array must to be set up differently to the default (e.g. more volumes per array, setting a different RAID
type, or stripe size) go to the Configure RAID pages, and do this manually.

e See “Configure RAID".

Finally, configure which volumes map to which LUNs and setup which hosts have access (e.g. read/write or
read-only) to the volumes that have been created.
¢ See “Configure Volumes”.
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Initial Network Address Setup

Before you can configure the storage unit via its web interface, you need to set up its IP address. SATABoy
and SATABeast controllers ship with a default IP address depending on the slot it is inserted to.

Slot Default IP Address
0 (top) 10.11.12.13
1 (bottom) 10.11.12.14

It is likely that this address may not be accessible, depending on the IP configuration of your network. To
change the IP address there are three main methods;

o Use the Nexsan IP Configuration Tool which can be found on the Manual CD. The tool can also be
obtained from the Nexsan website or from Nexsan Technical Support.

e Add a route to access the desired IP address.

e Use the serial port to change the IP address to something suitable.

All methods are acceptable.

NOTE — The GUI has IP connectivity on Net Port O only. iSCSI capability is however available on both
network ports.

NOTE - Some configuration can be done in the Serial Port, but we always recommend using the web
interface. The serial port is likely to have reduced functionality in future firmware.

1) Use of the Nexsan IP Configuration Tool or Storage Manager (Recommended)

The Nexsan IP Tool is a small GUI-based tool that runs under various Windows systems. The tool is
available on the CD included with the product. Alternatively, you can obtain and install the tool from the
Nexsan website or by calling Technical Support.

The tool works by issuing discovery packets on the local LAN segment, and all Nexsan devices running xx60
firmware or higher will respond to these packets. It can also scan IP address ranges to discover Nexsan
storage devices. All discovered units will be listed in the main panel of the tool and the user can setup the
desired IP address in each unit. Once this is done, there is no further need to run the tool; all other
configuration is done through the web GUI.

The tool is small and self-explanatory but also comes with help information. For storage units that are newly
introduced to your network, the IP Tool will show the following:
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;L, Mexsan IP Ci tior _T,F_ x__ll

File Help

RAID Systems:
5 System Mame System ID Firmware IF Address i
. Blue SATABeast #1 01774186 Cab61 (beta) 172.15.8.140, 172.15.8.141 El
. Blue SATABeast £3 01784209 Gniad 172.16.8.144
. BELUE SATABoy #2 015810CD Bn&o 172.16.8.92, 172.16.8.93
@ BLUE SATABoy 23 01581304 Bas1 (beta) 172.16.8.94
@ John's SATABeast 0175408C Gat1 (beta) 172.16.3.20, 172.16.3.22
@ Nexsan SATABoy 00731183 Bab1 (beta) 172.16.8.101
@ Nexsan SATABoy 01FFO0AA Bas1 (beta) 172.16.8.100
. OCM CATAD =~k &7 NASAASNT el = AT A8 O 444 AT A8 O 44C kT4
—
H
RAID ! Pew RAID system detected —.
Sysk
Sk3
Syl A new Nexsan RAID system has been detected on the local network. Do
LR you wish to configure it now?
Co
AsS
el
Subnet Mask . . ' Subniet Mask
Gakeway - - : Gakeway
Frimary DS . . ' Primary DNS
Secondary DS . . . Secondary DNS
Copy Host Settings Reset Apply Changes

Click on “Yes” to continue and set up the IP parameters on your SATABeast or SATABoy. See below for an
example of a unit that is being set up. Complete filling in the required settings (in orange text),
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' Mexsan IP Configuration Too

File Help

RAID Systems:

5  System Mame System ID Firmware
Q Johin's SATABoyY 01111026 Batl (beta)
a Mexsan SATABeast 017640C8 Gabl

Q Mexsan SATABeast 01814673 Gat1 (beta)
Q Mexsan SATABeast 027942EC Cnil

Q Mexsan SATAEBoy 01761C32 En&0

Q Mexsan SATABoy 017910338 Bat1 (beta)
Q MNexsan SATABoyS 01641001 Dat1 (beta)
£ CATADALC nAEEAn 1A Pmd fhmdnt

IP Address -

172,16.3.10, 172,16.3.12
10,11,12,13, 10.11.12.14
172.16.8.132 E
172.16.10.70 |i|
172.16.8.204, 172.16.8.205
172.16.8.95

172.16.8.105

177 12 0 1na

RAID System
System:

Nexsan SATABeast

Status: IP NOT SET

System ID:  017540C8 (SATABeast)

URL: http://10.11.12.13

Controller 0 Net 0 Controller 1Net 0

() Use DHCP

Assign IP address:

IF Address IP Address

Subnet Mask Subnet Mask

Gateway Gateway

Primary DMS Primary DNS

Secondary DNS

Assign IP address:

secondary DNS

Beacon

() Use DHCP

S

[ Apply Changes l

When complete, you'll see something similar to the following, and you can click on the URL link to launch a

browser session to your unit:

/™ Mexsan IP Configuration Too

File Help

RAID Systems:

5 System Name System ID Firmware

‘ Internal I.T SATABeast 1 - Prima... 017640F8 Gmsa

‘ Internal I.T SATABeast 2 - Seco...  0176410F Gmad

‘ Mexsan SATABeast 017540C8

‘ Mexsan SATABeast 01734204 Gah1 (beta)
‘ Mexsan SATABay 01571061 Bat1 {dev)
‘ YELLOW SATABeast 1 01008088 Ga61 (beta)
‘ YELLOW SATABeast 3 01734208 Grig0

IP Address

172.16.10,222, 172.16.10.223
172.16.10.224

172.16.8.142, 172.16.8.143
172.16.8.130, 172.16.8.131
172.16.8.200, 172.16.8.201
172,16.8.192, 172,16.8,193
172,16.8.196, 172,16.8,197

RAID System

System: Nexsan SATABeast
Status: OK
System ID:  017540C3 (SATABeast)
LRL: http:/f172.16.8.142

Controller 0 Met 0 Controller 1Met 0
(7) Use DHCP

Assign IP address: Assign IP address:

@ Use Static IP
IP Address 172 . 16 . . IP Address
Subnet Mask 255 . . . Subnet Mask
Gateway 172 . . . Gateway

Primary DNS 172 . ' ' Primary DNS

Secondary DMS 172 . . . Secondary DMS

Copy Host Settings
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(7) Use DHCP
(@ Use Static IP

172 .
255 .
i7z2 .
17z .

172 .

Apply Changes




2) Add a route to access the desired IP address

To add a route to access the desired IP address you must have access to the CLI (command line interface)
or a shell window / terminal. Type the following line, according to your OS to add the route:

Windows: route add 10.11.12.13 mask 255.255.255.255 <Workstation IP number>

Linux: /shin/route add 10.11.12.13/32 gw <Workstation IP number>

Solaris: route add 10.11.12.13 mask 255.255.255.255 <Workstation IP number>

Replace <Workstation IP number> with the IP address of the workstation you are using.

To add a route for the controller in Slot 1 you will need to change the “route add” IP address to 10.11.12.14

3) Use the serial port to change the IP address

Alternatively, you can use the serial port of your computer, sometimes known as a COM port, with the
supplied DB9 cable. This cable is known as a null modem cable, unlike a straight-through cable a null
modem cable has lines 2 and 3 crossed. The serial port functionality is subject to change and should not be
used for scripted control mechanisms.

The instructions below are for using Hyper Terminal. Alternatively, you can use any terminal emulation
program.

NOTE - Hyper Terminal is not now supplied with MS Windows. It may be downloaded free from Hillgrave.

First, ensure that the serial cable is connected to the storage unit and to an available serial port on your
computer. Open Hyper Terminal and choose to create a new connection. Name the connection “SATABeast”
or some other identifiable name. Then click “OK” to progress to the next dialogue box.

Connection Description 1[5[

72 MNew Connection

Enter a name and chooze an ican for the connection:

M ame:
|SATABeas!
leon:
- =]
MGl =
58 =

QK I Cancel |

Select the computer's COM port that has the serial cable inserted and click “OK” to continue.

WL SATABeast

Enter details for the phone number that you want to dial:

Country/region: IUnited States 1] j

Area code: ID‘I 33z

FPhone number: I

Connect using: [EXTE ~ |
Ok I Cancel |

Choose 115200 bits per second, 8 data bits, 1 stop bit, no parity bits and set Flow control to “None”, then
click “OK” to connect.
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PonSeumgs|
Bit: per second: | 115200 =l
Data bits: [2 =l
Parity: [None =]
Stap bits: |1 =l
Flow cantral |Nane =

Fiestore Defaults |
Ok, I Cancel | Aol |

Now that the port is connected you may need to press the return key or Ctrl+R to activate the serial port
interface. You should then see the following screen:

SATABeast system management console (c)} Nexsan Technologies

Hain Menu

| Information
Configure RAID
Configure volumes
Configure fibre
Configure 1SCSI
Configure network
Configure cache
Configure E - alerts
Configure
System admin

1l1l s gf2a sl Press 'return’ to open a new menu 28-Feb-2007_
‘Cntrl R’ - Refresh, 'Cntrl A° - ANSI/YT100, 'Cntrl B’ - Colour

The serial port menu system can easily be navigated using the cursor (arrow) buttons on your keyboard.
There are also some special functions that are listed at the bottom of the terminal screen such as Ctrl+R to
refresh the screen. There are also options to switch between ANSI and VT100 modes and to toggle between
black and white and colour.

To edit the network configuration, use the cursor keys to select the “Configure network” option and press
return

Main Menu

Information
Configure RAID
Configure volumes
Configure fibre

Configure i1SCSI
Configure cache
Configure E - alerts
Configure SNHMP
System admin

Software Manual 2.2 for xr66 and above — December 2009 11



Then select “Set static IP address” and press return.

Network Menu

Set DHCP or Static IP mode
Set static IP address

Set subnet mask

Set gateway IP address

Set primary DNS IP address
Set secondary DNS IP address

Set hostname

Enable/disable iSCSI port
Configure network port
Display network IP status
Display network port settings
Display network services
Apply new settings

Exit

Type in the desired IP address in the input box.

Enter the network IP address for the GUI

>172.16 .1 .210

Press return. Now the new IP address is saved. Select the “Apply new settings” option or reboot the unit for
the change to take effect.

Connecting Your Web Browser with the Storage Unit

After the initial IP address has been set up in the unit, you will be able to use the web interface to continue
the configuration of the system. You must type the IP address of the unit into your Internet Browser (i.e.
Microsoft Internet Explorer or Netscape Communicator).

’3 Copyright Nexsan Technologies - Microsoft Interne

File Edit View Favorites Tools Help

GBack v = - (D 4} | Qsearch  [GjFavorite

Addressl 10.11.12.13
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When you press return or click the GO button in the browser, it should load the unit’s login page shown
below (graphics may vary slightly depending the firmware version). You will need to click the login button to
continue; by default there is no username, nor password.

SATA Boy@ SATABeast

AUTHORIZED USE ONLY AUTHORIZED USE ONLY

\ Click Here To Login \ \ Click Here To Login \

NOTE - If you use Storage Manager, this page is skipped. On an uninitialized unit you will see the
“Quickstart Configuration Checklist” as the first page.

After clicking on the “Click Here To Login” button, you will see the “Quickstart Configuration Checklist” as the
first page on an uninitialized unit. Thereafter, when logging in, the product's Home Page will load — see

“‘Home Page”.

GUI Menu Structure Detalls

Introduction

The MAIN MENU, located to the left hand side of each displayed page, is the initial access point to every
other page within the GUI system. Selecting RAID INFORMATION, the second example shown below, will
by default show the RAID ARRAY page (the first tab) with all the Access Tabs to each subsequent page
within the RAID INFORMATION area also shown at the top of that page.

Each title of the MAIN MENU is shown below with its relevant Tabs. Once a section from the MAIN MENU
has been selected, any one of its tabs may then be selected. Note that the sections of the MAIN MENU
entitted HOME and LOG OFF have no tabs associated with them. Most pages (selected via a tab) are
described within the main body of this manual.

Please look through the following screenshots taken from a SATABeast unit, in order to familiarize yourself
with the general layout of the GUI.

Quickstart Configuration Checklist

Normally this is the first page you see when accessing an uninitialized SATABeast or SATABoy unit, after
you login. The page reminds you to set up the following things:

e Set an admin password for security.

e Set up a friendly name for the system.
e Configure Network settings.

Software Manual 2.2 for xr66 and above — December 2009 13



e Configure RAID arrays.
e Configure Volumes.

File Action View

= 2FHB

Quick Start
Configuration Checklist

SATABeast

Welcome to the Nexsan SATABeast. This checklist will help you to correctly set up your RAID system.

To hide this checklist in the future, unselect 'Show the configuration checklist on home page’ at the bottom
and click 'Close Checklist'. The checklist will always remain available via the 'Quick Start’ menu on the left.

Current "ADMIN' password requirement Not required

Current 'USER' password requirement Mot required

It is recommended that you assign an 'ADMIN’ password to protect the RAID system against
unauthorised changes.

Change Security Settings

RAID system name |SATABeast

It is recommended that you assign a friendly name to each RAID system. This name is used to
Q/ identify the system in e-alerts, the web GUI, and management applications.

Set System Name |

Network Settings

Controller 0 - Net 0 port status Link Up, IP address 172.16.8.142
Controller 1 - Net 0 port status Link Up, IP address 172.16.8.143

/ It is recommended that you connect the management network port (Net 0) of both controllers to
o . -

R (RS [N SRR N [N 1, SR N SRS [NRR [

The page shown has already had some items setup — the first time through, you will have several items that
need attention. Scrolling further down the page, you can see information about whether you have configured
arrays and volumes or not.
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File Action View Help

&=l HE

Bnoxsan T o

Network Settings

Controller 0 - Net 0 port status Link Up, IP address 172.16.8.142
Controller 1 - Net 0 port status Link Up, IP address 172.16.8.143

It is recommended that you connect the management network port (Net 0) of both controllers to
your network and assign a valid IP address, netmask, and gateway.

Change Network Settings |

Array Configuration
3 x 10-disk RAID5, 2249.9 GB
Configured RAID arrays 1 x 9-disk RAIDS, 19999 GB
J If the array configuration above does not suit your requirements, you can select an alternate

configuration by clicking the button below. To configure the RAID manually, use the 'Configure
RAID' link on the left.

Change Array Configuration

Volume Configuration and Access

1 x 1100.0 GBE (Fibre)
Configured volumes 2 x 2199.0 GB (Fibre)
1 x 50.9 GB (Fibre)

Volume mapping scheme MNon-redundant

Volume access control Restricted access

If the volume configuration above does not suit your requirements, you can change the volume
mapping and access control by clicking the button below. To add or delete volumes, use the
‘Configure WVolumes' link on the left.

Change Volume Mapping

" Show the configuration checklist on home page

Close Checklist |

Note that at the bottom of the page, you can choose whether you want to see the checklist again.

To learn more about QuickStart, see the section “QuickStart”.
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Home Page

Home Page with “All OK” Status

The Home Page provides a quick summary of the state of your storage unit, including environmental

readings such as temperatures, fan status and PSU voltages. Basically, if everything working correctly, you'll
see a green tick in the top right corner. If there are problems requiring your attention, you’ll see a red “failure”
cross — see “Home Page with “Failure” Status”. Note that for a SATABeast 2.5 system connected to an NXS-

B60E unit, you will see the “enclosure view” on the home page, and you can choose which physical
enclosure to view in detail by clicking on it.

Home

Friendly name -"'YELLOW SATABeast #7'

10:38:36 Friday 13-Nov-2009

.;'l-ll on

PSU B:Iow‘er 3,2 TR T PsU B:Io er 1,0
— i i —
PSU 1 ‘ D i PSU O
a Temperature 38°C a

Power Settings Fan Tray Blower 7 Fan Tray Blower 8 Fan Tray Blower 9 Fan Tray Blower 10
. : o~ Q Q Q
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=
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=
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=
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iskk13 Dislcls Diskel?
Array  Array  Array  Arrsy Array | Array Array  Array  Array  Array  Array  Array | Array

#4 #3 #1 =2 #3 #1 #3 #1 #4 #3 #1 #3 #2

Array  Array  Array Array Array Array  Array  Arrey Array  Array Array  Array Array  Armmay
=3 2 =4 #1 =4 #3 =4 2 =2 #1 =4 #3 =2 #1

o

g™ TET TE

Front Panel Blower 4 Front Panel Blower 5 Front Panel Blower &

Wrﬂge Manager - [Nexsan RAID Storageh\Other Systems\YELLOW SATABeast #7] | = [ = PY
File Action View Help
e 2m|
. ALL OK
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Home Page with “Failure” Status

In the event of any failures, a typical system could look like this, with red graphics and text:

NOTE - The problem is because of a failed disk, shown in the screenshot after the one below.

- —
- # e e
Wage I"u'l:an_ager ‘LNexsan R:\ID Storage\Other Systems\Orange SATABeast #1] S — _—

File Action View Help

&= 2 5|HE

@ nexsan M eanuze

Home
' Note - the audible alarm is sounding due to at least one problem. i

RAID Information

System Information ° Problem Summary Silence Alarm

Configure RAID

Friendly name -'Orange SATABeast #1'

Configure Volumes

11:47:32 Friday 13-Nowv-2009

Config Host Access PSU Blower 3,2 Controller 0 Controller 1 PSU Blower 1,0
Power Settings _ = _ |
System Admin — ] Temp. 36°C Temp. 33°C — ]

PSU 1 PSU 0

e

|
| Configure Network G
Quick Start a

Fan Tray Blower 7 Fan Tray Blower 8 Fan Tray Blower 9 Fan Tray Blower 10

.

Array  Array  Array  Array  Array Array  Array Array Array Array Array Array Array Array
#1 #1 #1 #1 #1 #1 #1 #1 #1 #1 #1 #1 #1 #1
{(co) | (co) | (Co) | (Co) | (Coy | (CO) | (Co) | fCO) | (CO) | fCO) | (CO) | (CO) | fCO) | [CO)

I
IC
IC
I
I
I
I
ICE
I
I
I
I
I
I

Diskl5 Diskl6 Diskil7 Diski8 DiskiS Disk20 Disk21 Disk2Z Disk23 Disk24 Diskz25 Disk26 Disk27 Diskzs

Array Array  Armay  Amay  Armmay | Array Ammay | Array | Array | Ammay Array  Amray
#Z #Z #Z #Z #Z #Z #Z #Z #Z #Z #Z #Z
{C1) {Cc1) | [c1) | [C1) {(C1) | (C1) | 1) | ©c1) | (C1) | [C1) {c1) | {c1)

(erit.) | (erit.) | (erit.) | (erit.) | (erit.) | (erit.) | (erit.) | (erit.) | (erit.) | (erit.) {erit.) | (erit.)

Array  Array  Array  Array  Array  Array  Armray  Array  Array Array Array  Array Array | Array
| #3 #4 #3 #4 #3 #5 #3 #5 #3 #5 #4 #2 4 #5
(co) | (Cc1) | (CO) | fC2) | (Coy | (CO) | (COY | fCO) | (CO) | CO) | fC2) | (C1) | fC1) | [CO)
(crit.)

Front Panel Blower 4 Front Panel Blower 5 Front Panel Blower 6

& B |

The alarm will sound, but it can be silenced by pressing the “Silence Alarm” button. You can check the
details of the problem by either pressing the “Problem Summary” button on the page above, or by pressing
the red cross graphic or FAILURE text at the top right.

NOTE - If you silence the alarm, then you’ll see message confirming the alarm has stopped, and then by
pressing the “Back” button, you’ll return to page above.
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For a SATABeast 2.5 system connected to an NXS-B60E unit, you will see the enclosure view on the home
page as shown below:

‘ File gsActionsViewss Help

Rl ARsNealll 7o

H 'g nexsan ” %-ﬂ :"\ = ““_ ! XFAILURE l

Home >

D Systems\Dave's “"'l‘;'.’.;;_ —

' Note - the audible alarm is sounding due to at least one problem.

v Problem Summary | Silence Alarm I
Enclosure 0 : SATABeast2
Friendly name -Dave's friendly box
Fans PSUs Controller Disks Arrays
- £
=g 0.
G <- = B
- — — ——] emm— —
Net status Host status Exp (O_!It) status
@0 00 @0

Enclosure 1 : EXP42 i
Friendly name -B2JBODName

Fans PSUs Controller Disks Arrays
Enclosure ; B :' ¢
2 £ "
l - p— [E&==) =] [r— —
Exp (in) status
== 0 e
@0
U
l "
I
|i
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If you chose to check the details of the problem, the following page will appear and will summarize every
problem. Note the example below is still showing the option to silence the alarm, but these buttons disappear
if the alarm has previously been silenced.

r -
Storage M - [Nexsan RAID Storage\Other S Orange SATABeast #1 — . [E=EER

& age ffger ‘[-man = ragey r Systems\Orange ast #1] pp—

File Action View | Help |

o« | 7= HE

| @ nexsan

x FAILURE ||

n.;'l'll on

System Information »

System Information ®
Summary of System Problems

onfig Host A i
Power Settings

|
Pystem Admin 1 RAID array#2 on controller 1 is in a critical / degraded state !

[l o .. — Beaconl

ep D)

Clicking on the Beacon button will cause the front panel leds to flash
green for one minute.

' Note - the audible alarm is sounding due to at least one problem. I
u Problem Summary Silence Alarm
i
I

In the event of unexpected or inexplicable failures, contact Nexsan Technical Support or your reseller.
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RAID Information

RAID Array Information

This page shows a summary for each array that has been set up, even if the array is not fully constructed. If
an array is working correctly, then a graphic showing a stack of disk drives with a green bar, will be

displayed. An array may be in other states, such as “Reconstructing” following a problem, in which case a

flashing icon will be shown.

NOTE - This screenshot shows a typical RAID configuration, but is not necessarily what the user first sees

on a new unit.

Home
RAID Information
System Information

Configure RAID

Configure Volumes |
) Array name Array #1
Config Host Access Array number 1
Power Settings Configured owner Controller 0
Current owner Controller 0
system Admin Array status / health RAID array is fault tolerant I
Raid level RAID 6 (rotating dual parity)
Configure Network Array capacity 9.5 TB (8.6 TiB) I
) No. of members 21
Quick Start No. of spares 0
i No. of volumes 1
Technical Support Data stripe size 128 Kbytes |
Log OFff Cache memory Enabled, Mirrored, FUA ignored
Cache size 495 MB |
Rebuild priority Medium 3
Verify utility Surface scan, every 7 days
Verify due Saturday 14-Nov-2009 22:15
Number of reads 3815008
Numbers of writes 352245

RAID

Created

RAID Information
RAID Array Information

[— |

Array #2
Array name Array #2
Array number 2
Configured owner Controller 1
Current owner Controller 1
Array status / health RAID array is fault tolerant
Raid level RAID & (rotating dual parity) —
Array capacity 9.5 TB (8.6 TiB)

No. of members
No. of spares
No. of volumes
Data stripe size
Cache memory
cache size
Rebuild priority

Verify utility

‘/:. ’.‘, [nbox - Microsoft

- B Seremania | §

i,
&) Storage Manager - [Nexsan RAID Storage\Other Systems\YELLOW SATABeast#1] = [E=NEER
File Action View Help
a9 = H
i '@ n@’@ﬁ!ﬂ s r\_/ ALL OK

»

Friday 09-Oct-2009 14:26:38

S
-
= Fault tolerant

eled 95TB (8.6TiB)

21

0

1

128 Kbytes

Enabled, Mirrored, FUA ignored
495 MB

Medium

Surface scan, every 7 days
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The information displayed is as follows:

Array name — User defined friendly label for the array.

Array number — Friendly reference number, normally given in order of creation.
Configured owner — Displays the configured owner controller of the RAID array.

Current owner — Displays the current owner of the RAID array, this may be different from the configured
owner if a controller has failed.

Array status / health — Current health status — Fault Tolerant, Not Fault Tolerant, Critical or Offline.
RAID level — Displays the RAID level of the array.

Array capacity — Displays the array’s usable size in GBytes.

No. of members — Displays the number of disks in the array.

No. of spares — Displays the total number of spares available for the array.

No. of volumes — Displays the total number of configured volumes on this array.

Data stripe size — Displays the stripe size for the array.

Write cache — Displays if write cache is enabled or not, and FUA status.

Write cache size — Displays the amount of write cache available.

Rebuild priority — Displays the user definable rebuild rate.

Verify utility — Display the user-set disk verification tests that will run, and how often they run.
Verify due — Displays when the next verification will be performed.

Number of reads — Displays number of reads from the array.

Number of writes — Displays number of writes to the array.

Created — Displays the date and time that the array was created.
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Progress

The progress page shows the progress of active RAID array utilities.

RAID Information

e tam Information RAID Information
RAID Array Utility Progress

Array #1
Array number : 1, Controller 0
Utility =
Progress %o =

0% | 100%

Array #2
Array number : 2, Controller 1
Utility =
Progress % =

0% | 100%

Help®

Note - if web page auto refresh is not enabled, you will need to refresh
‘ the page or click here to see the current status.

i
] Storage Manager - [Nexsan RAID Storage\Other Systems\YELLOW SATABeast 1] 4 o )
File Action View | Help |
| 2|

The progress of the following processes can be viewed at this page:

Array Construct (create).
Array Reconstruct (rebuild).
Surface Scan.

Parity Scrub.
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The page below shows the progress of an array (Array #4) that is being rebuilt after a disk failure:

‘™ Storage Manager - [Nexsan RAID Sterag
File Action View Help

&= HeE

RAID Information

Array #3
Array number : 3, Controller 0
Utility
Progress %

0% |

Array #4
Array number : 4, Controller 1
Utility Array reconstruct
Progress % 30%

Note - if web page auto refresh is not enabled, you will need to refresh the page
or click here to see the current status.
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Volumes

The Volumes page displays the configured volumes for each array.

mnrage Manager - [Nexsan RAID Storage\Other Systems\YELLOW SATABeast #1] #_—Lglﬂﬁ

File Action View | Help |

= m| HE

e

|'® nexsan M TR ¢ o/ mox
o i o BRI

e E—

=3 Volumes

RAID Information 3

RAID Information
Configured Logical Volumes

Fibre iSCSI

Volume Details

O Host 0 |® Host1 | O Net 0 | O Net 1

1: "Volume #1°
Array: "Array #1', €O Luno LUND T T
Controller 0 — LRI
Capacity: 2.3TB 3 | ng LUNO
(2212.0 GiB) |
2: "Volume #2°
Array: "Array #2', €O Luni LUN T T
Controller 1 — LRI
Capacity: 2.3TB o3| | yn; LUN1 i
(2212.0 GiB)
|
Click here to view volume access summary
Click here to view detailed volume layout |
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Clicking the “Next” arrow in the table will display the following page to reveal more information about a

particular volume, such as LUN mapping and host access to the volumes. Click on the left-pointing arrow on
the top left of the page to return to the main Volumes page.

-
Wrﬂge Manager - [Nexsan RAID Storage\Other Systems\YELLOW SATABeast #1] .

File Action

View Help
€= 2w BE

Clicking Next or Previous will allow you to view the details for each volume. Click on the left-pointing arrow

@ nexsan

Home

RAID Information
System Information
Configure RAID
Configure Volumes
Config Host Access
Power Settings
System Admin
Configure Network
Quick Start

Technical Support

Log Off

Volume LUN Mapping

Drives

RAID Information

Configured Logical Volumes

1: 'Volume #1'

Array: 'Array #1°,
Controller 0
Capacity: 2.3TB (2212.0 4

GiB)

| Type | Host | Access |

) Fibre

L ISCSI
©15C5I

'iSCsI
'iSCSI
*iSCSI
'ISCSI
'ISCSI
L 5CSI
L I5CSI
'iSCSI
L isCsI
' Fibre
' Fibre

Next >

ISCST

|0 Host 0| 0 Host 1) 0 Net 0|0 Net 1|
Co LunoO LUN O ---
LUN O LUN D ---

Default Access (default behaviour for new initiators)

Group "2GB Switch’

Host 'Host #14 (Fibre) WWPN: 21-00-00-E0-8B-1E-70-E4

win2008 104

Host #1 (iISCSI) ign.
Host #2 (iISCSI) ign.

S52olzdwcl

Host #3 (iSCSI) ign.
Host #4 (iISCSI) ign.
Host #5 (iSCSI) ign.
Host #6 (iISCSI) ign.
Host #7 (iISCSI) ign.
Host #8 (iISCSI) ign.
Host #9 (iSCSI) ign.

Other Hosts
1991-05.com.microsoft:nexsan-zBiazxgj
1991-05.com.microsoft:dvt06-

1991-05.com.microsoft:kev-pc
1991-05.com.microsoft:super-server
com.ibm.istc.szx1g205.hostid. 09baf54f]
com.ibm.istc.5zx1g205.hostid. 09baf54f
2005-03.com.redhat:01.a27be8f824b0
1991-05.com.microsoft:d9vszjcl
1996-04.de.suse:01:aed39b25ae7b

Host #10 (iSCSI) ign.1996-04.de.suse:01:b886967a4d3a
Host #11 (iSCSI) ign.1991-05.com.microsoft: win-eqrOpia3nr2
Host #12 (Fibre) WWPN: 2F-FC-00-C0-DD-03-DD-EC

Host #13 (Fibre) WWPN: 21-03-00-ED-8B-7E-70-E4

None

Read/Write

None

None

MNone
None
None
None
None
None
None
None
None
MNone
None

on the top left of the page to return to the main Volumes page.

The main Volumes page also offers these links:
Click here to view volume access summary.
Click here to view detailed volume layout.

See below for further information.
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Volume Access Summary

If you select “Volume Access Summary”, you can see a summary of which hosts have access to each of the

mapped volumes.

-

%age Manager - [Nexsan RAID Storage\Other Systems\YELLOW SATABeast#1]

[ File Action View Help

«=|7m HE

Home

I RAID Information

(=]

) Fibre

liscs
fliscst
fliscst
fliscst
(iscsI
liscs
fliscst
fliscst
fliscst
(iscsI
‘liscst
() Fibre
() Fibre

RAID Information
Configured Logical Volumes

Default Access (default behaviour for new
initiators)

Group "2GB Switch'

Host 'Host #14 (Fibre) WWPN: 21-00-00-E0-8B- 1E-
70-E4 win2008 104'

Other Hosts
Host #1 (iSCSI) ign.1991-05.com.microsoft:nexsan-
z8iazxg]
Host #2 (iSCSI) ign.1991-05.com.microsoft:dvt0e-
52olzdwcl
Host #3 (iSCSI) ign.1991-05.com.microsoft:kev-pc

Host #4 (iSCSI) ign.1991-05.com.microsoft:super-
server

Host #5 (iSCSI)
ign.com.ibm.istc.szx1g9205.hostid.09bafz4f]

Host #6 (iSCSI)
ign.com.ibm.istc.szx1g205.hostid.09baf54f

Host #7 (iSCSI) ign.2005-
03.com.redhat:01.a27beBf824b0

Host #8 (iSCSI) ign.1991-05.com.microsoft:d9vszjcl

Host #9 (iSCSI) iqn.1996-
04.de.suse:01:aed39b25ae7b

Host #10 (iSCSI) iqn.1996-
04.de.suse:01:b886967a4d3a

Host #11 (iSCSI) ign.1991-05.com.microsoft:win-
eqgripia3nr2

Host #12 (Fibre) WWPN: 2F-FC-00-C0-DD-03-DD-
EC

Host #13 (Fibre) WWPN: 21-03-00-E0-8B-7E-70-E4

°

@

Volume | Volume
Type #1 #2
0 0

m
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Scrolling down the page reveals the following legend:

S —
grage Manager - [Nexsan RAID Storage\Other Systems\YELLOW SATABeast #1] "

File Action View Help

(e 2@ |

RAID Information

The icons above indicate what access a given host has to a given volume.
Hover the mouse cursor over an icon to see a tooltip with additional
details.

Description

Access denied

] Read/Write access

Read/Write access, but the host is not connected to a
8]

port with a LUN mapped to that volume
o) Read/Write access, but the host is currently not

connected or offline

Read Only access

Read Only access, but the host is not connected to a port
with a LUN mapped to that volume

Read Only access, but the host is currently not connected
or offline

4
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Detailed Volume Layout

The example below shows a volume in the array that is using 25% of the free space. If not all of the array
has been mapped to a volume, you can create more volumes on the array.

i
%rage Manager - [Mexsan RAID Storage\Other Systems\YELLOW SATABeast #1]

File Action View Help
= 2@ H

Home

RAID Information

System Information

Configure RAID

RAID Informatlon
Configured Logical Volumes

Configure Volumes Free space on Array #1 1
) Array 1, Controller 0
Config Host Access Total capacity 9.5 TB (8.6 TiB) L I
- — 3
R % of Arrav
System Admin Total 7125580 MB 7125.5 GB !
1 7125580 MB 7125.5 GB 75

Configure Network
Quick Start

oo [N

Technical Support

Log Off

Volume name

Volume created

Below bar represents the size and position of the free space areas

100%

Volume ID (1) on Array #1

Volume #1

Friday 09-Oct-2009 14:26:38

Volume capacity 2375193 MB, 2375.1 GB (2212.0 GiB)

% of total array used 250%0

Number of bad blocks 0 I
LUN mapping Click to view

Volume serial number 659CBECY9

Existing on array 1, controller 0 i
2375193 MB, 2375.1 GB (2212.0 GiB)

®

Below bar represents the size and position of the above volume

oo I 100% -

The top section of the page shows the capacity information regarding “Array #1”. Beneath this is the volume

information.

The information displayed is as follows:

Volume name
Volume capacity
% of total array used

media issues.
LUN mapping

— User defined friendly name for the volume.
— Capacity of the volume, in brackets the binary size of the volume is also shown.

— Displays the percentage of the entire capacity of the array that this volume uses.
Number of bad blocks — Displays the number of blocks on the array that cannot be read or written owing to

— Clicking the link shows the LUN masking properties of this volume.

Volume serial number — Displays the volume serial number. This information may be required for some

specialist SCSI tasks.
Volume created

— Displays the time and date that the volume was created.
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Disk Drives

The Disk Drives page shows all the disks in the system and all useful information about each disk.

I =4 Starage Manager - [Nexsan RAID Storage\Favorites\YELLOW SATABeast #1]
]
File Action View Help I

«=| 2@ HE

Home

RAID Information
System Information
Configure RAID
Configure Volumes
Config Host Access
Power Settings
System Admin
Configure Network
Quick Start
Technical Support

Log Off

L:] Disk 1
—
L] Disk 2
—
L] Disk 3
L:] Disk 4

Disk 5
Disk 6
L:] Disk 7
Disk 8
Disk 9
D Disk 10
Disk 11

Disk 12

D Disk 13
= | (
L] Disk 14
= | (COo
D Disk 15 (

— ]
L:.] nDi<k 1/

Array
#1
(co)
Array
#1
(co)
Array
#1
(co)
Array
#1
(co)
Array
#1
(co)
Array
#1
(co)
Array
#1
(co)
Array
#1
(co)

Array
#1
(co)
Array

#1
(co)

Array
#1
(co)

Array
#1
(co)
Array
#1
co

Array
#1

Array
#1

cao)
Array
=2

MAID
active

MAID
active

MAID
active

MAID
active

MAID
active

MAID
active

MAID
active

MAID
active

MAID
active

MAID
active

MAID
active

MAID
active

MAID
active

MAID
active

MAID
active

MAID

Drives

RAID Information

Disk Information

Model:
Serial:

Model:
Serial:

Model:
Serial:

Model:
Serial:

Model:
Serial:

Model:
Serial:

Model:
Serial:

Model:
Serial:

Model:
Serial:

Model:
Serial:

Model:
Serial:

Model:
Serial:

Model:
Serial:

Model:
Serial:

Model:
Serial:

Model:

HDS725050KLAZ60
KRVNG65ZAIM4BHF

HDS725050KLAZ60
KRVNG65ZAIM352F

HDS725050KLAZ60
KRVNG5ZAILZPTE

HDS725050KLAZ60
KRVNG5ZAIMASZF

HDS725050KLAZ60
KRVNG5ZAILZNRF

HDS725050KLAZ60
KRVNG5ZAJLXKDF

HDS725050KLAZ60
KRVNG5ZAIM1ZNF

HDS725050KLAZ60
KRVNG5ZAILUV2ZE

HDS725050KLAZ60
KRVNG5ZAILZRRF

HDS725050KLAZ60
KRVMNG5ZAIKKWNF

HDS725050KLAZ60
KRVNG65ZAIMILGF

HDS725050KLAZ60
KRVNG65ZAIEDIEF

HDS725050KLAZ60
KRVNG5ZAIMOB2F

HDS725050KLAZ60
KRVNG5ZAIM3IMZF

HDS725050KLAZ60
KRVNG5ZAIM3RVE

HDS725050KLAZ60

Capacity: 500108 MB
Firmware: K2A0AD1A

Capacity: 500108 MB
Firmware: K2A0AD1A

Capacity: 500108 MB
Firmware: K2AO0AD1A

Capacity: 500108 MB
Firmware: K2AO0AD1A

Capacity: 500108 MB
Firmware: K2AO0AD1A

Capacity: 500108 MB
Firmware: K2AO0AD1A

Capacity: 500108 MB
Firmware: K2AO0AD1A

Capacity: 500108 MB
Firmware: K2AO0AD1A

Capacity: 500108 MB
Firmware: K2AO0AD1A

Capacity: 500108 MB
Firmware: K2AO0AD1A

Capacity: 500108 MB
Firmware: K2AO0AD1A

Capacity: 500108 MB
Firmware: K2AO0AD1A

Capacity: 500108 MB
Firmware: K2AO0AD1A

Capacity: 500108 MB
Firmware: K2AO0AD1A

Capacity: 500108 MB
Firmware: K2AO0AD1A

Capacity: 500108 MB

m

m
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The information displayed is as follows:

Status — Displays the array the disk belongs to and the AutoMAID status of the disk.

Model — Displays the manufacturer's model number for the disk drive.
Capacity — Displays the raw capacity of the disk drive.
Serial Number — Displays the serial number of the drive.

Firmware — Displays the current firmware level of the drive.

NOTE - When in active-active mode the owner controller number will be shown for each disk, for example

(C0) means the disk belongs to controller O.
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Disk Statistics

The Disk Statistics page shows data on how often individual disks are accessed and how many retries have
been performed in order to recover data. By hovering the mouse pointer over the “i” icons (adjacent to the
disk number) detailed information about the disk will be shown.

. B4l Storage Manager - [Nexsan RAID Storage\Favorites\YELLOW SATABeast #1] l = E 2 ,|

File Action View Help

&= 2% HE

RAID Information

) em INTorm

RAID Information ®
Disk Statistics

| 10s | TransferRetries | Media Retries |
Read | Write | Others | Read | Write | Read | Write |

Disk1 (C0) @ 0 0 1206 0 0 0 0 =
Disk2 (C0) @ 1 0 1193 0 0 0 0
Disk3 (CO) ® © 0 1192 0 0 0 0
Disk4 (CO) @ [0 0 1192 0 0 0 0
Disk5(C0) ® © 0 1192 0 0 0 0
Disk6 (CO) @ [0 0 1192 0 0 0 0
Disk7 (CO) ® [0 0 1192 0 0 0 0 m
Disk8 (CO) ® © 0 1192 0 0 0 0
Diske (CO) @ [0 0 1192 0 0 0 0
Disk10 (CO)® [0 0 1192 0 0 0 0
Disk11 (Co)® [0 0 1192 0 0 0 0
Disk12 (CO)® [0 0 1192 0 0 0 0
Disk13 (CO)® [0 0 1192 0 0 0 0
Disk14 (CO)® [0 0 1192 0 0 0 0
Diskl5 (CO)® [0 0 1192 0 0 0 0
Disk16 (C1)@ [0 0 1090 0 0 0 0
Disk17 (CO)® [0 0 1192 0 0 0 0
Disk1s (C1)® |1 0 1084 0 0 0 0
: Disk19 (CO)® [0 0 1192 0 0 0 0
Disk20 (C1)® [0 0 1084 0 0 0 0
Disk21 (CO)® [0 0 1192 0 0 0 0
Disk22 (C1)® [0 0 1084 0 0 0 0
Disk23 (CO)@® [0 0 1192 0 0 0 0
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The information displayed is as follows:
I0s, Read - shows the number of reads executed on each disk due to array access from attached hosts.

I0s, Write — this shows the number of writes executed on each disk due to array access from attached
hosts.

I0s, Others — this shows the number of disk 10s executed on each disk that are not due to array access i.e.
from the RAID controller itself.

Transfer Retries, Read — this shows the number of times overall, for each disk, that the RAID controller has
had to retry in order to read a block of data due to interface data transfer problems.

Transfer Retries, Write — this shows the number of times overall, for each disk, that the RAID controller has
had to retry in order to write a block of data due to interface data transfer problems.

Media Retries, Read - this shows the number of times overall, for each disk, that the RAID controller has
had to retry in order to read a block of data due to disk media / surface problems.

Media Retries, Write — this shows the number of times overall, for each disk, that the RAID controller has
had to retry in order to write a block of data due to disk media / surface problems.

When in active-active mode the controller number will be shown next to the disk. (CO) means the disk is
owned by controller 0 and (C1) means the disk is owned by controller 1.
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Fibre Information

This page provides a summary for each fibre port on each controller in the system.

File Action View Help

o= 2= HE

Home

RAID Information

RAID Information
Fibre Information

Fibre Port Name  50-00-40-20-07-FC-80-86 50-00-40-21-07-FC-80-86
Fibre Node Name 20-07-00-04-02-FC-80-86 20-07-00-04-02-FC-80-86
Fibre Loop State Loop up at 2Gbit Loop up at 2Gbit

SFP Information | FINISAR, LC, PAG3EGK, 4GB FINISAR, LC, PAG3ETD, 4GB
Topology P2P, full fabric P2P, full fabric

Loop ID 2(N.A) 2(N.A)

Port ID 01-03-00 01-01-00

Link speed 2Gbit 2Gbit

Fibre Port Name  50-00-40-22-07-FC-80-86 50-00-40-23-07-FC-80-86
Fibre Node Name 20-07-00-04-02-FC-80-86 20-07-00-04-02-FC-80-86
Fibre Loop State Loop up at 2Gbit Loop up at 2Gbit

SFP Information = AVAGO, LC, AS06310EGZ, 4GB AWAGO, LC, AS063201DM, 4GB
Topology P2P, full fabric P2P, full fabric

Loop ID 2(N.A) 2(N.A)

Port ID 01-00-00 01-02-00

Link speed 2Gbit 2Ghit

) Em InTorm

| Status | PortID | HostName | CO:HO|CO:H1[C1:HO | C1:H1|

Group '2GB Switch'

. Host 'Host #14 (Fibre) . . . .
()Fibre | D1-0A-00 WWPN: 21-00-00-E0-8B- L) @ @ L)
1E-70-E4 win2008 104'

Other Hosts
Host #12 (Fibre) WWPN: O
2F-FC-00-CO-DD-03-DD-EC
Host #13 (Fibre) WWPN:
21-03-00-E0-8B-7E-70-E4

) Fibre

' Fibre
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The information displayed is as follows:

Fibre Port Name — Shows the address of the Fibre Port. A Fibre port is what an initiator connects to and is
contained within the Fibre node.

Fibre Node Name — Displays the address of the Fibre Node. A Fibre Node is the address of the enclosure
and is capable of supporting multiple ports.

Fibre Loop State — Displays the status of the Fibre Loop; status is either UP or DOWN.
SFP Information — Displays the make and model of installed SFP.

Topology — Displays the current topology — loop or point-to-point, see “
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Fiber Channel Topologies”.

Loop ID — Shows the loop address (if in loop mode).

Port ID — Shows the port ID (if in Point-to-point mode).
Link Speed — Shows the current Fiber Channel link speed.

NOTE — When in active-active mode all ports will be shown. Ports with a grey background are the passive
ports. These will become active if one of the controllers fails.
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iSCSI Information

This page provides a summary for each iSCSI port on each controller in the system.

age\Favorites\YELLOW SATABeast #1

File Action VYiew

&= |25 HE

Home

RAID Information

RAID Infurmatlun
iSCSI Information

Controller 0 iSCSI - Net O iSCSI - Net 1

Current State Enabled Enabled

iqn.1999-02.com.nexsan:p0: ign.1999-02.com.nexsan:pl:
satabeast:07008086 satabeast:07008086

IP address 172.16.8.192 172.16.7.192
TCP port 3260 3260
Current State Enabled Enabled

iqn.1999-02.com.nexsan:p2: ign.1999-02.com.nexsan:p3:
satabeast:07008086 satabeast:07008086

IP address 172.16.8.193 172.16.7.193
TCP port 3260 3260

) em InTorm

Target Name

Target Name

mmm

E. -
liscsl Host #1 (iSCSI) ign.1991 O O ®
05.com.microsoft:nexsan-z8iazxgj

Host #2 (iSCSI) ign.1991-
05.com.microsoft:dvt06-5201zdwcl

Host #3 (iSCSI) ign.1991-
05.com.microsoft:kev-pc

Host #4 (iSCSI) ign.1991-
05.com.microsoft:super-server

Host #5 (iSCSI)
ign.com.ibm.istc.szx1g205.hostid.09baf54f]
Host #6 (iSCSI)
ign.com.ibm.istc.szx1g205.hostid.09baf54f
Host #7 (iSCSI) iqn.2005-
03.com.redhat:01.a27be8f824b0

Host #8 (iSCSI) ign.1991-
05.com.microsoft:d9vszjcl

Host #9 (iSCSI) ign.1996-
04.de.suse:01:3ed39b25ae7b

Host #10 (ISCSI) ign.1996-
N4.de.cusa:01:h8RRIATA4A3A

fiscsI
iscsI
{iscsI
iscsI
fiscsI
(iscslI

fiscsl

fliscsI

e o ¢ o | @ 0@
@ o ¢ 0| @ 0|@

fiscsl

-~ o|lo|e|le|o | @| e | @|@
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The information displayed is as follows:
Current State — Shows if the port is enabled or not.
Target Name — Displays the name of the iISCSI target.

IP Address — Displays the IP address of the iSCSI port.

TCP port — Displays the ports iSCSI is using — normally 3260.

Host connectivity is also shown in the lower part of the page.
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Host Statistics

The Host statistics page displays various useful items of information about the ports, such as total reads and

writes, number of blocks etc. — see below:

File Action View Help

&= 2% HE

RAID Information

Controller 0

Fibre - Host 0

Read

RAID Information
Host statistics

10s Blocks
Write | Others| Read Write
25

Resets
Port LUN

Fibre - Host 1

23

iSCSI - Net O

iSCSI- Net 1

Controller 1

Fibre - Host 0

Read

10s Blocks
Write | Others| Read Write
23

Resets
Port LUN

Fibre - Host 1

23

iSCSI - Net O

0

iSCSI - Net 1

Software Manual 2.2 for xr66 and above — December 2009

38



System Navigation

The system navigation page gives an overview of the configured arrays, volumes and array member disks in
a hierarchal style view. Click the “+” icons to expand a branch of the tree, click the icons on the left to show
the details in the right hand window.

File Action View Help

o | 2= HE

AUITE
System
RAID Information Nav

RAID Information
System Hierarchal View

[F&88) vELLOW SATABeast #1 Description Information

rray #1 System SATABeast
System ID 07008086
System Mode All Ports All LUNs
Active controllers 2
Enclosure type Rack, 4U
Host connection 2 x Dual 4Gbit fibre ports
System Time Friday 04-Dec-2009 17:39:07
Controller status Up (Master) Up (Slave)

1 Days, 05 1 Days, 05
Controller up time Hours, 10 Mins Hours, 10 Mins
17 Secs 14 Secs

Firmware revision Gteo Gtoo

Boot Loader revision V017 V017
Emergency revision Gto6E Gto6E
Controller serial number 000402FC8086 000402FC3031

495 MB, 495 MB,
Enabled, Enabled,
Mirrored, FUA Mirrored, FUA
ignored ignored

|\'|||-r||

Cache
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System Information

System Information Summary

This page shows basic information about the storage system — see below:
( =4 Storage Manager - [Nexsan RAID Storage\Favorites\YELLOW SATABeast #1;

File Action View Help

&= 2% HE

Home
System o .
RAID Information Info Info Stats | | Log

System Information

System Inf ti p
PR Summary Information

Configure RAID
——
System SATABeast
| Config Host Access System ID 07008086
| Power Settings System Mode All Ports All LUNs
Active controllers 2
Enclosure type Rack, 4U
Configure Network Host connection 2 x Dual 4Gbit fibre ports
Ouick Start System Time Friday 04-Dec-2009 17:40:47
Technical support Controller status Up (Master) Up (Slave)

Log Off 1 Days, 05 Hours, 11 Mins |1 Days, 05 Hours, 11 Mins
56 Secs 53 Secs

Firmware revision Gteo Gteo

Boot Loader revision V017 V017
Emergency revision Gto6E Gto6E
Controller serial number 000402FC8086 000402FC3031

495 MB, Enabled, Mirrored, 495 MB, Enabled, Mirrored,
FUA ignored FUA ignored

System Admin

Controller up time

Cache

http://172.16.8.192/sysinfo.asp

The information displayed is as follows:

System — Displays the storage unit’s Family Model.

System ID — Displays the unique system ID number.

System Mode — Displays failover configuration.

Active Controllers — Displays the number of active controllers in the system.
Enclosure Type — Displays the physical attributes of the system.

Host Connection — Displays the type of host connection.

System Time — Displays the current time and date, according to the unit’s real time clock.
Controller Status — Shows whether the controller is running.

Controller up time — Displays the time the controller has been operating.
Firmware revision — Displays the firmware version.

Boot Loader revision — Displays the revision number of the boot loader.
Emergency revision — Displays the version of code used for alternative boot.
Controller Serial Number — Displays the serial number of the controller
Write cache — Displays the write cache capacity and status.
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Environmental Information

The Environmental page display the values of the various environmental sensors built into the unit, such as

voltages and temperatures — see below. Some items listed may vary for different unit types.

& Storage Manager - [Nexsan | avorites\VELL

File Action View Help

&= |25 HE

System Information
Environmental Information

mm

PSUO state

PSUD temperature 35°C

PSU Blower0 RPM :

PSU Blowerl RPM :

PSU1 state

PSU1 temperature

PSU Blower2 RPM : 7714

PSU Blower3 RPM : 7848

Front Panel Blower4 RPM : 3708

Front Panel Blowers RPM : 3668

Front Panel Bloweré RPM : 3750

Fan Tray Blower? RPM : 5720

Fan Tray Blower8 RPM : 5818

Fan Tray Blower9 RPM : 5720

Fan Tray Blower10 RPM : 5818

Midplane 12V rail voltage @ 12.06V

Midplane 5V rail voltage 5.03V

Midplane 3V3 rail voltage  3.35V

Midplane 1V8 rail voltage @ 1.84V

Midplane temperature 35eC
Controller 1

12V rail voltage 12.06Y 12.06W

3V3 rail voltage 3.33V 3.32v

2V5 rail voltage 2.50V 2.48V

1V8 rail voltage 1.80V 1.80V

1V5 rail voltage 1.49v 1.49V

CPU core voltage 1.29v 1.29V

Controller temperature 43°C 40°C

Battery voltage 8.32v 8.32V

Battery temperature J7C 34°C

Battery charge mode Trickle charge Trickle charge
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The information displayed is as follows:

PSU(n) state — Displays the status of the Power Supplies.

PSU(n) temperature — Displays the temperature of the Power Supplies.

PSU Blower(n) — Displays the status of the PSU blowers.

XXX Voltage — Displays various PSU or CPU voltages.

Battery Voltage — Displays the back-up battery’s voltage.

Controller temperature — Displays the temperature of the controller.

Battery Temperature — Displays the temperature of the battery. Note that a SATABoy with 2 memory
DIMMs will have 2 batteries per controller, but a SATABeast will have only a single large battery per

controller.

Battery Charge Mode — Displays the cache battery charging mode.
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Network Information

The network Information page provides summary information about the networking ports of the unit.

vorites\YELLO!

[ Storage Manager - RAIL —

File Action View Help

o= 2= HE

Network
Info

System Information
Network Information

Controller 0 | Neto | Neti |

IP address assignment Static IP Static IP

Port IP address 172.16.8.192 172.16.7.192
Subnet mask 255.255.0.0 255.255.0.0
Gateway IP address 172.16.1.1 Not configured
Primary DNS IP address  172.16.1.11

Secondary DNS IP address 172.16.1.15

Hosthame SATABeast-07008086-0
00-04-02-FC-80-86
Auto Speed, Auto Duplex
Enabled

1Gbit Full Duplex

Ethernet address
Port Mode
Jumbo Frames
Port Status

SATABeast-07008086-0
00-04-02-FE-80-86
Auto Speed, Auto Duplex
Enabled

1Gbit Full Duplex

Controller 1 _____ Neto | Neti |

Static IP
172.16.8.193
255.255.0.0

IP address assignment
Port IP address
Subnet mask

Gateway IP address 172.16.1.1

Primary DNS IP address  172.16.1.11

Secondary DNS IP address 172.16.1.15
SATABeast-07008086-1
00-04-02-FC-30-31
Auto Speed, Auto Duplex
Enabled

1Gbit Full Duplex

Hostname
Ethernet address
Port Mode
Jumbo Frames
Port Status

Static IP
172.16.7.193
255.255.0.0
Not configured

SATABeast-07008086-1
00-04-02-FE-30-31
Auto Speed, Auto Duplex
Enabled

1Gbit Full Duplex
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The information displayed is as follows:

IP address assignment — Displays whether the IP address is set manually or via DHCP.
Port IP address — Displays the current IP address.

Subnet mask — Displays the current subnet mask.

Gateway IP address — Displays the current gateway.

Primary / Secondary DNS IP address — Displays the DNS settings.

Hostname — Displays the default or user-set host name of the device.

Ethernet address — Physical Ethernet address.

Port Mode — Displays the speed and duplex settings of the network port.

Jumbo Frames - Displays whether Jumbo frame usage has been set or not.

Port Status — Displays the current speed and duplex settings of the network port.
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Network Services

The following page provides information on various system settings.

File Action VYiew

&= |55 HE

Metwork

Services

System Information
Network Services

When to send E-alerts

Send automatic status
emails

Recipient email address 1
Recipient email address 2
Recipient email address 3
Recipient email address 4
Sender email address
Friendly name

SMTP server

Current emailer status

IP address 1 for SNMP traps
IP address 2 for SNMP traps
Community String

Trap version

Test String

When to send SNMP traps

Auto set time and date
Timer server protocol
Selected time server

Daytime server date and
time format

Retrieved daytime server
data

ADMIN account login
USER account login
GUI mode

S5L certificate
SSL mode
Certificate mode

Disabled
Disabled

storageadmin@example.com

nexsanstore@example.com
YELLOW SATABeast #1
smtp.example.com

Email send queue is empty (Error: unable to
resolve mail-server)

SNMP Traps
MNot Configured
Mot Configured
public
1
Test string
Disabled

Time Server
Disabled
SNTP
129.6.15.28

NA (SNTP selected)

No data retrieved

Security
Password is not required
Password is not required
Full GUI access

SSL

Dynamic {‘ Download Nexsan root certificate )
HTTP only
Dynamic certificate
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The information displayed is as follows:

When to send E-alerts — Displays if and when emails are sent.

Send automatic status emails — Displays how often auto status emails will be sent.

Recipient email address (1 to 4) — Displays the target address of email alerts.

Sender email address — Displays the email from address for email alerts.

Friendly name — Displays the user defined friendly name of the system.

SMTP server — Displays the email server IP address or name.

Current emailer status — Displays if the emailer is ready or how many emails are queued to be sent.

IP address for SNMP traps — Displays the IP address that SNMP traps will be sent to.
Community String — Displays the SNMP password known as the “community string”.

Trap version — Displays the type of SNMP trap that will be sent.

Test String — Display the string that is sent for testing.

When to send SNMP traps — Displays the circumstances under which an SNMP will be sent.

Auto set time and date — Displays whether the time and date is being automatically set by a daytime
server.

Timer server protocol — Displays the method by which the real time clock is updated.

Selected time server — Displays the current IP address of the daytime server, this can be a manually
entered IP address or from the fixed list of daytime servers.

Daytime server date and time format — Displays the date and time format if the Daytime server is used.
Retrieved daytime server data — Displays data from the Daytime Server.

ADMIN account status — Displays the status of the ADMIN account, “Password is default” means the
password has not been changed from the factory default.

USER account status — Displays the status of the USER account, “Password is default” means the
password has not been changed from the factory default.

GUI mode — Displays the current GUI restrictions, “Full GUI access” indicates there are no restrictions.

SSL certificate — Shows the current SSL certificate type in use.
SSL mode - Selects what type of browser connection is allowed to the RAID system. 'HTTP only' closes

network port 443 which disables SSL or HTTPS connections. 'HTTPS only' enables SSL and disables HTTP

connections, port 80 remains open and any HTTP requests will be automatically redirected to HTTPS.
'HTTPS and HTTP' allows either HTTPS or HTTP connections.
Certificate mode — Shows the current SSL certificate mode in use. See “SSL Configuration”.

Webpage refresh — Displays the current status of the webpage auto refresh.

Colored array text — Displays use of coloured text.

JavaScript enhancements — Displays whether JavaScript is being used in the web GUI.

JavaScript RAID icon info — Displays whether the JavaScript tool tip is being used for RAID icon help.
Reduce scrolling by using submenus - Displays optional use of submenus in the GUI.

Reduce scrolling by showing less info. — Displays whether pages have reduced information.
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Network Statistics

The network statistics page displays information on network packets.

File Action View Help

== 7w HD

System Information »

Controller 0
Transmitted Packets

Network
Stats

System Information
Network Statistics

Net O
44548 18

Transmit Errors

0 0

Received Packets

3688706 3671303

Receive Errors

0 0

Controller 1
Transmitted Packets

29604 12

Transmit Errors

0 0

Received Packets

3674246 3671250

Receive Errors

0 0
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Problem Description Page

If a problem occurs on your storage unit, you can either navigate to the “Problem Description Page” page
through the menus, or click on the red “X Failure” or the “green tick” text at the top right of any web page to
go directly to the problem page.

Each problem will be described in sequence in a list on the problem page. The screenshot below shows a
system with no current problems. To see an example of a page showing problems, go to “Home Page with
“Failure” Status”.

NOTE - The “Beacon” button can clicked to identify the current unit in a population by flashing the front
panel LEDs for one minute.

— :
B Storage Manager - [Nexsan RAID sEe\rmum\mmw SATABeast ﬂ_tg‘élg

I| File Action View Help
| 5|

Home

System

RAID Information Info Info

—— Summary of System Problems

Configure RAID

Configure Volumes

There are no problems with this system

Config Host Access

Power Settings Beacon |

System Admin

m

Configure Network

Quick Start Q)
Help
| Technical Support =

Clicking on the Beacon button will cause the front panel leds to flash
green for one minute.

‘ Log Off

Most of the time there will be no information in this page. It should be noted that when in active-active mode,
problem messages will normally have a controller number shown that indicates which controller has the
problem. When a controller number is not shown the problem will not be related to a specific controller, for
example, a failed PSU.

Number Description

1 PSU1 has failed

PSU blower numberl is running too slow, ORPM

The 12% voltage rail is not at the correct voltage, controller 0
The &% woltage rail is not at the correct waoltage, controller O
The 3.3% voltage rail is not at the correct voltage, controller 0
RAID controller temperature is too high, controller 0

[myl Nl R R ot
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Event Logs

Your Nexsan storage unit has comprehensive instrumentation and logging capabilities. All kinds of events

and configuration data are recorded into files stored in a small reserved area of the disk arrays.

Some of the events are purely information and others can show up real problems. It is common with a
complex network that the storage device is blamed whenever there is an issue with accessing data, but
surprisingly often, problems are caused by changes made by operators, or by failures elsewhere in the

system. In any case, the event logs often provide vital clues that may help in eliminating the problem. Some

of the recorded data is easy to understand, but much of it is cryptic and only meaningful to Nexsan Tech
Support. An example event log is shown below:

%torage Manager - [Nexsan RAID Storage\Favorites\YELLOW SATABeast #1 E|L

File Action View Help
5| xm|H

Home

RAID Information Log v
System Information » SYStEEn":eI:]l":f(I]_I('}ng’Iatlon @
Configure RAID
Configure Volumes Log/Configuration Display Options
T I Filter by Controller: All entries v
N + General Configuration Filter by Date: IAII entries LI
Power Settings + Volumes & Host Access e - . IA” - 5|
P : ilter by Importance: entries -
| system Admin + Disk Configuration
Date Format: |dd—mmm—yyyy athh:mm:ssLI
Configure Network #Download log/ config dump as text (HTML)
I~ Show event icons ¥ Show controller colours _ Update |
Quick Start
Technical Support Event Log
| Log Off 0000:C1 06-Dec-2009 at 10:36:42:(I): Surface scan for RAID set 2 has finished

| 0001:CD 06-Dec-2009 at 10:26:34:(I): Surface scan for RAID set 1 has finished
0002:C1 06-Dec-2009 at 07:32:01:(I): Surface scan for RAID set 2 has started
0003:C0 06-Dec-2009 at 07:23:42:(1): Surface scan for RAID set 1 has started
0004:C0 03-Dec-2009 at 13:03:29:(W): Network: Duplicate IP detected (172.16.8.192 is also assigned to
00:04:02:FC:00:10)
0005:C0 03-Dec-2009 at 13:03:29:(W): Network: Duplicate IP detected (172.16.7.192 is also assigned to
00:04:02:FE:00:10)
0006:CD 03-Dec-2009 at 12:38:21:(S): Quick Charge Termination: Voltage 8.48V
0007:C1 03-Dec-2009 at 12:29:38:(S): Quick Charge Termination: Voltage §.48V
0008:CD 03-Dec-2009 at 12:24:47:(S): iISCSI: Target listening on 172.16.7.192:3260
0009:C0 03-Dec-2009 at 12:24:47:(S): iSCSI: Target listening on 172.16.8.192:3260
0010:C1 03-Dec-2009 at 12:24:44:(S): iISCSI: Target listening on 172.16.7.193:3260
0011:C1 03-Dec-2009 at 12:24:44:(S): iISCSI: Target listening on 172.16.8.193:3260
0012:C1 03-Dec-2009 at 12:24:41:(I): Array 2 started: 21-disk RAIDG, 128k stripe
0013:C0 03-Dec-2009 at 12:24:40:(I): Array 1 started: 21-disk RAID6, 128k stripe
0014:C1 03-Dec-2009 at 12:24:40:(S): cachelines 22016, stripes 1536, write buffers 8000
0015:C1 03-Dec-2009 at 12:24:39:(S): [1] LSI949: firmware version 01.03.21, dev 0, port 1 loaded
0016:C1 03-Dec-2009 at 12:24:38:(S): LSI: firmware version 01.03.21, dev 0, port 0 loaded
0017:C0 03-Dec-2009 at 12:24:36:(S): cachelines 22016, stripes 1536, write buffers 8000
0018:C1 03-Dec-2009 at 12:24:36:(S): Network: IP address configured to 172.16.7.193
0019:C1 03-Dec-2009 at 12:24:36:(S): Network: IP address configured to 172.16.8.193

[ 0020:C1 03-Dec-2009 at 12:24:36:(S): netsvc: Port 1 link up, 1000BT/FD
0021:C1 03-Dec-2009 at 12:24:36:(S): netsvc: Port 0 link up, 1000BT/FD
0022:C0 03-Dec-2009 at 12:24:35:(I): Disk 1: Model HDS725050KLA360, Firmware K2AOAD1A
0022:C0 03-Dec-2009 at 12:24:35:(I): Serial Number KRVN65ZAIM4BHF, 976773168 Blocks
0023:C0 03-Dec-2009 at 12:24:35:(I): Disk 2: Model HDS725050KLA360, Firmware K2AOAD1A
0023:C0 03-Dec-2009 at 12:24:35:(I): Serial Number KRVNG65ZAIM352F, 976773168 Blocks
0024:C0 03-Dec-2009 at 12:24:35:(I): Disk 3: Model HDS725050KLA360, Firmware K2AOAD1A
0024:C0 03-Dec-2009 at 12:24:35:(I): Serial Number KRVNESZAILZPTF, 976773168 Blocks

| 0025:C0 03-Dec-2009 at 12:24:35:(I): Disk 4: Model HDS725050KLA360, Firmware K2ZAOAD1A
0025:C0 03-Dec-2009 at 12:24:35:(I): Serial Number KRVNG5ZAIMASZF, 976773168 Blocks
0026:C0 03-Dec-2009 at 12:24:35:(I): Disk 5: Model HDS725050KLA360. Firmware K2AOAD1A
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There are four types of events generated by the storage unit:

Information events, these are purely for user information, for example showing disk details when the unit is
powered up.

System events, these are similar to information events yet may be of less use to a user and are normally
generated from low level system operations, for example showing fibre port status.

Warning events, these are problems that a user needs to be aware of that may indicate an imminent
problem or a failure. Warning events are unlikely to compromise data availability, for example changing of
the IP address assigned by DHCP.

Error events, these are serious problems that will most likely require user intervention and may indicate your
data is at risk, for example a failed disk.

The event log can be viewed in various ways using the filters.

NOTE — When in active-active mode the controller number that posted the event will be shown, for example
see below, “C1” indicates a controller 1 event and “C0” indicates a controller O event.

General Configuration

There is a General Configuration page which details all sorts of information about the setup of your unit —
see below.
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T

File Action View Help

&= | 1@ H®

System Information
Event Log

Log/Configuration Display Options
« Event Log
+ General Configuration
-
-

System Information »

Volumes & Host Access
Disk Configuration

‘Download log/config dump as text (HTML)

General Configuration

ERE AR KRR R R R R R R

*System Details*
EEE R R R LR ]

System : SATABeast

System ID : 07008086

System Mode : A1l Ports All LUNs

Active controllers : 2

Controller =lot = 0

Enclasure type : Rack, 40

Host connection : 2 x Dual 4Gbit fibre ports

System Time : Monday 07-Dec-2009 12:42:04

Persistent Reserve : Enabled

Controller status (CD): Up (Master) {Cl): Up (Slave)
Controller serial no. (CO): 000402FCE8086 (C1): 000402FC3031
Controller up time (CD): 4Days 00:02:25 (Cl): 4Days 00:02:15
Firmware revision (CD) : Gtes {Cl): Gteé

Boot Loader revision (CO): V017 {C1): V017
Emergency revision (CD) : Gt&&E {Cl): Gt&&E

Cache memory (CD): 4895 MB {C1): 485 MB

T T T

*Current Problems*
o R R R R R R R R R

There are no problems with this system

T T T

*Environmental Status*
o R R R R R R R R R R R R

Audible Alarm State
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Volumes and Host Access

You can see the details of Volume mappings to your arrays and which hosts have access to these volumes
on the page below. This is a good place to check if you think you should have access to a volume that your
server cannot see.

File Action View Help

&= | @ HF

System Information
Event Log

Log/Configuration Display Options
Event Log

General Configuration
Volumes & Host Access

Disk Configuration

‘Download log/config dump as text (HTML)

Volumes & Host Access

e T T

*Detailed Volume Mapping and Access¥®
R R A A R A A AR R AR R R R R R R AR AR AR AR R AR R R AR

Volume : 1

HName : '"Volume #1' (serial#: &659CBECS)
Array : 'Array #1', Controller 0
Created : Friday 09-Cct-2009 14:26:38
Capacity: 2212.0 GiB (2212.0 GiB)

Blocks : 4639049728 (0-4639049727)

Mapping |HostO |Hostl |HetO |Netl ]

CO|LUONO |LONO | —--——— | ———= |
Cl|LUONO |LONO | —-——— | ———= |

Volume : 2

Hame : 'Volume #2' (serial#: 659CBECA)
Array : 'Array #2', Controller 1
Created : Friday 09-Cct-2009 14:26:38
Capacity: 2212.0 GiB (2212.0 GiB)

Blocks : 4639045728 (0-4639049727)

Mapping |HostO |Hostl |HetO |Netl ]

COILUN1 |LUW1 | —= | ——= |
Cl|LUN1 |LUW1 | ——— | ——= |

EREE AR R R R R R R

*Host Access*
o R R R R
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Disk Configuration
This page provides a summary of all the disks in your system.

File Action View Help
e 2 m|

System Information
Event Log

Log/Configuration Display Options
« Eventlog

+ General Configuration
« Volumes & Host Access

» Disk Configuration

‘Download log /config dump as text (HTML)

T T

*Disk Information*
o R R R R R R R R R

Disk |Function |Array |Owner|Status |Meta—-data |Manufacturer Data

|
|Array

|Member
|

| |Init : 132154 |Model: HDST25050KLA360
co JLDH : 0 |F/W : K2AOADIRA
| |Level: RAID 6 |Ser# : KRVN65ZAJM4BHF
|Sync : 1085 |Size : 500108MB

|
|Array

|Member
|

|Init : 132154 |Model: HDS725050KLA360
|JLDN  : 1 |E/W : K2AOADIA
|Level: RAID & |Ser# : KRVN65ZAJM352F
|Sync : 1085 |Size : 500108MB

|

|

|

|

|

|

|

|

| |Init : 132154 |Model: HDST25050KLA360
|Array | JLDN : 2 |F/W : K2AOADIRA
|Member | |Level: RAID 6 |Ser# : KRVN6SZAJLZIETF
| | |Sync : 1085 |Size : 500108MB

|

|

|

|

|

|

|

|

|

|

1

|Init : 132154 |Model: HDST25050KLA360
JLDN : 3 |F/W : K2AOADIA
|Level: RAID 6 |Ser# : KRVN6SZAJMAIZF
|Sync : 1085 |Size : 500108MB

|
|Array

|Member
|

|Init : 132154 |Model: HDST25050KLA360
|LDH : 4 |F/W : K2LOADIRA
|Level: RAID 6 |Ser# : KRVN65ZAJLINRF
|Sync : 1085 |Size : 500108MB

|
|Array

|Member
|

|
|Array
IMember

|Init : 132154 |Model: HDST25050KLA360
ILDHN : 5 |F/W : K2ROADIA
ILevel: RAID & |Ser# : KREVN65ZAJLXXDF
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Download Log/Config Dump as Text Files

If you are experiencing difficulties a Tech Support engineer may ask you to email a copy of the Event Log
Config information as a text file to your technical support representative. This can be downloaded as a file
from the GUI on the event log page. With this information the support engineer should be able to quickly
spot any problems in the configuration. To get the file, click on “Download log/config dump as text” and

continue from the “Save” dialogue shown below.

Do you want to open or save this file?

3 Mame: log.dat

Type: Application
From: 172.16.8.142

S5

o] |

] [ Cancel

J

Always ask before opening this type of file

ham your computer. f you do not trust the source, do not open ar

L@ While files from the Intemet can be useful, same files can potentialhy

save this file. What 's the risk?

Use mailto:support@nexsan.com to send the file to Tech Support.
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MultiView Management

The Multi View page is HTML page that monitors multiple Nexsan storage units. Multi View may be used with
remote Nexsan storage products. You can scan a range of IP addresses or scan your current subnet for
devices to automatically find storage devices. Alternatively, enter the individual IP addresses of the disk
arrays you wish to view in the left hand column. You can also add up to four ranges of address. To do this,
enter the start of the range into the left column and the end of the range in the adjacent right column.

:" torage Manager - [Nexsan RAID S
File Action View Help
e 2= H

Multi
View

System Inormation
Multiple View HTML Builder

Attempt to automatically detect RAID systems
From IP address I To IP address I

System Information »

Scan ARange |

Scan The Subnet |

IP address of remote RAID system Optional end IP address of an IP address range
|1 72.16.8.192 |

—
—
—

Build Multiple View Page
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When the addresses have been added, click the “Build Multiple View Page” button at the bottom of the page.

Clicking the button will load the confirmation page below. Press “Click here to display multiple view page” to
continue.

File Action View Help

&= | 2= H=

. Multi
RAID Information : View

System Information
Multiple View HTML Builder

System Information »

Click here to display the multiple view page.

Backl

% Storage Manager - [Nexsan RAID Storage‘\Favorites\SATABeast]

File Action View Help

&= | 2@ B =

Multiple view of remote RAID systems

IP address Current system status

SATABeast SHNIB1BAE96898 FH:iGass

Total capacity 3999.2 GE Combined

No. of RAID arraus ! 4 FEU and
lzz;uiﬁ;ilﬂ No. of Pool spares ¢ 2 blower

Array status: 0K status

- 14:34:38 Mondayg 15-Sep-2BH83

SATABeast SHNIB1BAE96898 FH:iGass

Total capacity 3999.8 GE Combined

No. of RAID arraus & 4 FEU and

M No. of Pool spares @ 2 blawer x FAILURE

Arrag statuws: 0K status
. 14:35:83 Mondayg 153-Sep-2B8H83

SATAEBoy SH:B1S21BCT FW:EBace
Total capacity 608B.T GE

No. of RAID arraus @ 4
M Mo. of Pool spares @ @ «ALLOK
Array status: 0K

- 14:55:36 Mondau 153-Sep-28883

SATABoy SH:B1S21BCT FW:EBace
Total capacity EBEE.T GE

No. of RAID arraus @ 4
M No. of Pool spares ! @ @ «ALLOK
Array status: 0K

- 14:55:3F Monday 15-5ep-284082
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Each scanned device shows the following information.

RAID Controller Status
Blower Status

PSU Status

Overall Status

System Type

Serial Number
Firmware Revision
Total Storage Capacity
Number of Configured Arrays
No of Spares

Time & Date

You can also save the HTML data of this page to your computer and view the MultiView window without
loading the GUI.

NOTE - To prevent your browser from modifying the html and saving the multi-view images locally (which
will prevent Multi-view from working), right click the multi-view page, select “view source” then save the raw
html to your local hard disk. When this html is loaded all the images will be fetched from the remote storage
systems, the current status of all the systems in the multi-view page will then be shown.
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Symbol Key

The following pages show all of the icons used in the GUI and explains what they each mean. There are too

many to show on a single page without scrolling.

ager -

File Action View Help

= 7m HE

System Infnmatinn
Key

Drive belongs to a RAID array

]
[w]
=]
=

Drive belongs to a RAID array (low power mode)

Drive is a hot spare, will be used to reconstruct a critical array

Drive is a hot spare (low power mode]}

Drive does not belong to a RAID array

Drive does not belong to a RAID array (low power mode)

Drive belongs to a critical array

Drive is being rebuilt

Drive belongs to a RAID array that is rebuilding

Drive failed

Drive belongs to a failed controller

ICIBICICICEICICICIEIT

No drive installed

Blower is functioning correctly

PSU blower has failed

IR
L

- ———
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age Manager - [Nexsan R/
File Action View Help

L e ARl B

PSU is functioning correctly

PSU has failed
System Information »

RAID controller is functioning correctly
RAID controller is indicating a problem
Audible alarm is not sounding

Audible alarm is sounding

Fault tolerant RAID array

Critical RAID array

Offline RAID array

RAID array is being constructed

RAID array is rebuilding

Logical Volume

There are no problems with the RAID subsystem
There is at least one problem with the RAID subsystem

At least one warning message exists in the problem summary or a general
warning

-
=
~
-~
=
=
=
=
=
.
7
X
:

http://172.16.8.192/status.asp
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File Action View Help

s | 2E HE

At least one warning message exists in the problem summary or a general
warning

System Information » Host/port connected

Host/port connected, but LUN not mapped

Host/port not connected or offline

Port belongs to a failed controller

File download

Help information

Error event

Information event

System event

e.oo@..ooo-

Warning event
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Configure RAID

If you do not wish to use the default setup of the storage unit, you can create your own arrays, and then map
volumes onto those arrays. In order to create a RAID array you must have free or unused disks. Free disks

are disks that do not belong to a RAID array and are not configured as hot spares. If there are no free disks
then disks must be made available by deleting a configured RAID array — see “Delete Array” — or by deleting

a sufficient number of hot spares.

Hot spares are easily deleted — see “Delete Spare Disk” — but RAID arrays must contain no volumes before
they can be deleted. To delete volumes from an array see “Delete Volumes”.

CAUTION: Do not delete any array that contains useful data. Be sure to move data prior to deletion.

Add Array

This page lets you build a new array providing there are enough

7 Storage Manager - [Nexsan RAID Storage\Favorites\YELLOW SATABeast nln o |8 =

File Action View Help

available disk drives.

=@ HE

Home
RAID Information

System Information

Configure RAID

Configure Volumes
g Host Access
Power Settings
System Admin
Configure Network

Quick Start

«/ ALLOK

Congure ID

Create a New RAID Array ®

New Array Configuration
Array name |

Select RAID level |FiAID 5 (rotating parity) j

Select stripe size |128 Kbytes 'l
Select array owner IControIIer{]' 'l

Online Create v

Diski Disk? Disk3 Disk4 DiskS Disk6 Disk7 Disk8 DiskS Diski10Diskil Diski12 Diski13 Diski4

oo/l ]|w|wwlw]w]w]w
i T

Array  Array  Array  Array  Array | Array | Array | Array | Array | Array | Array | Array | Array | Array
#1 #1 #1 #1 #1 #1 #1 #1 #1 #1 #1 #1 #1 #1
{co) | {co) | (co) | (co) | (co) | (co) | (co) | (co) | (co) | (co) | (co) | (co) | (co) | (co)

Disk15 Disk16 Disk17 Disk18 Disk13 Disk20 Disk21 Disk22 Disk23 Disk?4 Disk25 Disk?6 Disk27 Disk28

W]w[[w]w[ww]w[ww[w]w]w]w]
A e e

Array | Array | Array | Array | Array | Array | Array | Array | Array | Array | Array | Array | Array | Array
#1 #2 #1 #2 #1 #2 #1 #2 #1 #2 #1 #2 #1 #2
{co) | (c1) | [(co) | (c1) | €co) | (c1) | (co) | (c1) | (co) | (c1) | (co) | (c1) | (co) | (Cc1)

Disk23 Disk30 Disk31 Disk32 Disk33 Disk34 Disk35 Disk36 Disk37 Disk38 Disk33 Disk40 Disk41 Disk42

S| [w]w[w]w]w[ww]w]w)
i E i ¥ "

Array | Array | Array | Array | Array | Array | Array | Array | Array | Array | Array | Array | Array | Array
#2 #2 #2 #2 #2 #2 #2 #2 #2 #2 #2 #2 #2 #2

tcn) | v | et | e | wen | e | ccv | o | € | ©en |y | ey | o | cy

Create RAID Set | Reset |

Global selections [ salact disk row 1

[ select disk row 2 Refresh page |

[ select disk row 3

Help®

m
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The information displayed is as follows:

Array Name — This is a friendly name that will help you identify the new RAID array, set this to something
that describes the use of the array such as “customer database” or similar.

Select RAID level — allows you to choose the RAID level that best suits your application. Use the drop
down to select the correct RAID level.

Select stripe size — use the drop down menu to select the desired stripe size for your array. This may affect
system performance. As a general rule, select a smaller stripe size if your host will be reading / writing small
files. Select a larger stripe size if your host will be reading / writing larger files.

Select array owner — this option is only shown in active-active mode, use this to select which controller the
array will belong to.

Online Create — Selecting this option will allow volumes to be accessed immediately, but performance will
be degraded until array verification is complete. If this option is not selected, volumes will only become
accessible once array creation is complete. Online creation will take longer than offline creation.

Select the available drives by checking the appropriate tick boxes. Once all the settings and disks have
been selected, click the “Create RAID Set” button to begin RAID array construction.

The construction of an array takes several hours. You can check on the progress of this in the Progress

page — see “Progress”. The Progress page displays the progress of any controller based utility working on
any of the configured arrays.
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Rename Array

The Rename array feature is used to change the user defined friendly name of each configured array.

| aA | Abeast ¥ ]

File Action View

Configure RAID
Rename RAID Arrays

Array name : 'Array #1'
Array number : 1, Controller 0 Fault tolerant

am IntTorm Ol

Configure RAID

RAID level : RAID 6 (rotating dual parity) 9.5TB (8.6 TiB)
Number of members : 21 —

Enter new name : I

Array name : "Array #2'
Array number : 2, Controller 1 Fault tolerant

RAID level : RAID 6 (rotating dual parity)
Number of members : 21 —

9.5 TB (8.6 TiB)

Enter new name : I

Save Settings | Resetl

e D

Use this page to change the symbolic name assigned to each array, you
may wish to do this if the use for the array changes on your host
system.
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Delete Array
CAUTION: Do not delete any array that contains useful data. Be sure to move data prior to deletion.
To delete a RAID array with no configured volumes follow the instructions below.

Each array has a radio button — see screenshot below. Click the radio button of the array you wish to delete
(you can only delete one array at a time). Then click the “Delete RAID Array” button.

V SATABeast #]
File Action View Help

&= | 2@ H=

_ Delete
RAID Inform 0 Tay Array e pal
Configure RAID
Delete a RAID Array

) em Inrorm O

Configure RAID

Array name : 'Array #1' -~

Array number : 1, Controller 0

RAID level : RAID 6 (rotating dual parity) Fault tolerant
Number of members : 21 — 9.57TB (8.6 TiB)
Array name : 'Array #2' -~

Array number : 2, Controller 1

RAID level : RAID 6 (rotating dual parity) Fault tolerant
Number of members : 21 — 9.57TB (8.6 TiB)

Delete RAID Array |

Hel|:_|®

Select the RAID array above that you wish to delete then click the
'Delete RAID array' button, you will then be presented with a
confirmation page.
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If there are still volumes configured on this array you will not be able to delete it. You must first delete the
volumes on the array. If the array is volume free you will see the following warning page.

'9 Storage Manager - [Mexsan RAID Storage!\Favorites\SATABeast] EE‘

File Action View Help
b ol A Rtalccsl

./ ALLOK

Home

Confirm that you wish to DELETE the below
array

Configure RAID 3
i Array name : Array #4
Array number : 4

RAID level : RAID 5 (rotating parity)
System Admin Number of members : 9
Array capacity : 1.9 TB (1.8 TiB)
Stripe size : 128 Kbytes
M Created : Friday 01-Feb-2008 10:17:16

Log Off
od Confirm by clicking the checkbox and then clicking the ‘Confirm Delete

Command' or Cancel by clicking the "CANCEL Delete' button._
[ |

Confirm Delete Command
CAMCEL Delete

Scanning for RAID Systems... L

To continue with deleting the array, click the tick box (as shown above) and then click the “Confirm Delete
Command” button. Decide which controller owns the array — see “Array Owner”.
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Array Owner
When operating in active-active mode there is an additional tab shown for the “Array Owner” page.

This page allows the controller that owns on arrays to be changed. The controller that owns an array will be
the controller that processes host 10 for the volume(s). Should a controller fail, the arrays owned by the
failed controller will temporally be moved over to the surviving controller. When the failed controller is
replaced or restarted the arrays will move back to the configured owner controller. When in active-active
mode performance can normally be improved by dividing the configured arrays between the controllers

Decide which controller owns each array by selecting a controller via the radio buttons and then pressing the
“Save Changes” button. Note that any conflicting LUNs will be set to “unmapped”.

“
age\Favorites\YELLOW SATABeast 3 -
File Action View Help

o 2w HE

Home

RAID Information Owner UGS I

o

: _ I Cungure 1D o
System Information RAID Array Ownership ®
Configure RAID

Configure Volumes Array name : "Array #1' Controller 0
Array number : 1, Controller 0 nirofler -
Config Host Access RAID level : RAID 6 (rotating dual parity) Controller 1
Number of members : 21 e 2-2TB(8.6TiB)
Power Settings
Array name : "Array #2' e
System Admin Array number : 2, Controller 1 Controller 0 =
RAID level : RAID 6 (rotating dual parity) Controller 1
Configure Network

Number of members : 21 = 2-2TB(8.6TiB)
Quick Start

Technical Support Save Changes |

Log Off

e D

Use the above radio buttons to change which RAID controller owns each
array, once the desired selections have been made then click 'Save
Changes'. Note that conflicting volume LUNs will be set to UNMAPPED.
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Add Spare Disk

Add a pool hot spare disk (a.k.a. floating/global) — this type of spare disk will be used by any existing parity

array that becomes degraded providing the capacity of the disk is large enough to be used by the degraded

array.

NOTE - For a spare disk to be of use it must be of equal or greater size compared with the existing drives in

the array.

Add a hot spare disk dedicated to an array (select radio button from the list of arrays) — this type of spare is
assigned to a specific array, if any other array becomes degraded this disk will not be used for rebuilding,

this disk will only be used to rebuild onto by the array it is assigned to. Note that when adding this type of
spare the array it is to be assigned to must be selected.

NOTE - Under default configuration when a new disk is inserted the disk will automatically be configured as

a pool spare.

e
' Storage Manager - [Nexsan RAID Storage\Favorites\SATABeast]

File Action View Help

=5 | 2@ HE

E=nTE =)

| Home
RAID Information
System Information
Configure RAID
Configure Volumes
Config Host Access
System Admin
Configure Network
Quick Start

Technical Support

: Log Off

Configure RAID
Add Hot Spare

MNew Spare Configuration

&

% Pool (can be used by any array)

" Array #1 (10-disk RAID 5)
Add spare disk(s) to  Array #2 (10-disk RAID 5)

" Array #3 (10-disk RAID 5)

" Array #4 (9-disk RAID 5)

iskiZ Diskel3 Diskeid

[~
=]

Diskl Disk? Disk3 Diskd Disk3 Disk6 Disk? Disk8 DiskS Diski0 Diskil

IS (I Y i 0 0 S I I Y i Y S S
Array | Array | Pool | Array | Array | Array | Array  Array | Array | Array | Array | Array | Array | Array
#1 #1 Spare  #1 #1 #1 #1 =2 #1 #2 #1 2 #1 =2
(co)  (co) (co) | (co) | (co) | (co) | (c1) | (co) | (c1) | (co) | (c1) | (co) | (cC1)

Array | Array | Array | Array | Array | Array | Array | Array | Array | Array | Array | Array | Array | Array
#2 #2 #2 =3 #2 #3 #2 =3 #1 #3 #4 #3 #2 =3
(c1) | (c1) | (c1) | (co) | (c1) | (cao) | (€1) | (co) | (o) | (o) | (c1) | (co) | (C1) | (co)

I S Y S S ) (8 Y i I i N I i N I (S

Array  Array | Array | Array Array | Array | Array | Array | Array | Array | Pool | Array | Array
#3 =4 3 =4 =4 =3 = =3 =4 #4  Spare 4 =4
(co) | (c1) | (co) | (C1) (c1) | (ca) | (c1) | (co) | £c1) | (C1) (C1) | (c1)

Add Hot Spare | Resetl

m
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Delete Spare Disk

Select the hot spare disk(s) that you wish to delete. This will delete “dedicated spares” and “pool spares”
(a.k.a. “global spares”). Once you have made your selection by clicking the appropriate checkboxes click
“Delete Hot Spare”.

This function does not ask for confirmation as a hot spare disk can easily be added after deletion without
losing data. Note that if an array becomes degraded and there are no hot spares available then your data is
at risk of being lost should another disk fail (assuming parity RAID).

File Action View Help

o= T H=

Delete

Configure RAID
Delete Hot Spares

ey Em INnTorm On

Configure RAID

I S ) S S S i i i S i i Y N O

Array | Array | Pool | Array | Array  Array  Array | Array | Array | Array | Array | Array | Array | Array
#1 #1 Spare #1 #1 #1 #1 #2 #1 #2 #1 #2 #1
(co)  (co) (co)  (co)  (co)  (co)  (ci)  (co)  (ci) | (co) | (Ci) | (co)

isk16 Disk17 Disk18 Disk19 Di

Array | Array | Array | Array | Array | Array | Array | Array | Array | Array | Array | Array | Array | Armay
#2 #2 =3 #2 #3 #2 #3 #1 #3 4 #3 #2
(c1) | (c1) | (co) | (c1) | (co) | (c1) | {co) | {co) | (co) | (c1) | (co) | (c1)

] S S S S ) i (i i S O S

Array | Array | Array | Armray Array | Array | Array | Array | Array | Array | Pool | Array | Array
#3 #4 #3 #4 #4 #3 #4 #3 #4 #4 | Spare #4
(co) | (c1) | (co) | (c1) (c1)  (co)  (c1)  (co) | (c1) | (c1) [c1)

Delete Hot Spare | Reset |

Clobal selections [ Select disk row 1
I select disk row 2 Refresh page |
I select disk row 3
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Spare Disk Mode

When you insert disk drives into the system, you can choose to let the system automatically configure the
disk as a Hot Spare or to just leave the disk as an unused or “free disk”, in which case it cannot be used for
rebuilding a critical or degraded array.

— e —————————————————
5 Storage Manager - [Nexsan RAID Storage\Favorites\YELLOW SATABeast #1] _ [SE] = |

I File Action View Help

ol A BaBen ] 7 B |

HOIme

RAIL INTOrm O €r > = > = LR
|| [P Configure RAID ®
Configure Hot Spare Mode i
Configure RAID

"
Inserted disks automatically used as hot -~ i
spares i
Inserted disks must be manually configured & i
as hot spares I
Set Spare Mode | L]

® é

Inserted disks automatically used as hot spares - An inserted disk
will be used as a hot pool spare / rebuild disk. Note that for a hot spare
disk to be of use it must be at least the same capacity of the smallest y
RAID array member.

Inserted disks must be manually configured as hot spares - Any
newly inserted disk will not be used as a rebuild disk. The disk must be
configured as a hot spare by the user of this system before the disk can
be used to rebuild a degraded / critical array.
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Acknowledge Lost Data
The Lost Data page is used to acknowledge and clear the warning regarding missing data due to bad blocks.

When the RAID controller cannot reconstruct array data due to there being no access to the redundant data
(2 or more blocks not accessible or using RAID 0) then you will see the “The RAID controller has found some
unrecoverable data blocks” warning in the problem page. Click the “Acknowledge lost data warning” button
to clear this warning.

NOTE - It is recommended that you then run a host based OS utility that can detect and repair disk errors
such as “scandisk”.

&Y Storage Manager - [Nexsan RAID Storage\Fz

File Action View Help |

o 2w HE

‘9 e).gﬂ.m..,....- — = C ALLGKI

Cungure ID ®
Lost Data / Bad Blocks

) 2im InTorm #l|

Configure RAID

== Acknowledge Lost Data

Acknowledge Lost Data Warning |

ep D)

When the RAID controller cannot reconstruct array data due to there
being no access to the redundant data (2 or more blocks not accessible
or using RAID 0) then you will see the "The RAID controller has found
some unrecoverable data blocks' warning in the problem page. Click the
'Acknowledge lost data warning' button to clear this warning, It is
recommended that you then run a host based OS utility that can detect
and repair disk errors such as 'scandisk’.
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Acknowledge Rebuild

When a RAID array has been through a reconstruct process, the problem has to be manually acknowledged.
This ensures the system administrator is aware that a failed disk exists and a spare disk has been used.

Click the “Acknowledge RAID Array Reconstruction” to clear the array reconstruction warning.

File Action View

&= 7@ HE

Rebuild
AID Inform on Ack

Cungure RAID
Acknowledge Rebuild

Acknowledge Rebuild

Configure RAID

Acknowledge RAID Array Reconstruction |

etp D

When a RAID array has been through a reconstruct process the problem
has to be manually acknowledged, this ensures the system administrator
is aware that a spare disk has been used and that a failed disk exists.
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Configure Volumes

In order to use the capacity in an array, a volume must be created first. By default, one full-size volume is
created for each array created (unless the 2.2TB limit is exceeded). This default volume can, however, be
deleted and multiple smaller ones created instead. Volumes can also be mapped to either one or both of the
host ports of the unit’s controllers. An array can contain one or many volumes and independent hosts can
access different volumes on the same array. Essentially, the host server will see each configured volume
that it has been granted access to, as if it were a large disk drive.

NOTE — When 2 or more volumes are configured on an array the disk heads will have to seek between the
different areas of the array to service host 10 for the configured volumes. If performance is of importance
then configuring 2 or more volumes may reduce performance (depending on how the volumes are being
used by the host/s) due to the extra time taken for the disk heads to seek.

Add Volume

If you create a new array, or of there is space available on and existing array, you can add a new volume to
make a chunk of storage visible to the host.

g torage Manager - [Nexsan RAID 5 \Favorites\YELLOW SATABeast #1, EIL

File Action View Help
e | >2m H

Home

RAID Information Volume 5\ it Vol ume 'olume | Volume

System Information

Create a Logical Volume

Configure RAID

Configure Volumes » Array name : ‘Array #1' c
Array number : 1, Controller 0 | |

Config Host Access RAID level : RAID 6 (rotating dual parity) Fault tolerant

Number of members : 21 9.5TB (3.6 TiB)

Power Settings

Array name : 'Array #2' -~
System Admin Array number : 2, Controller 1
i RAID level : RAID 6 (rotating dual parity) Fault toleran_t
Configure Network Number of members : 21 9.5 TB (8.6 TiB)
Quick Start
Technical Support %' ﬂl
| Log Off

Help®

Select the array you wish to create the new volume on then click the
'Next=>' button.
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The array “Array #1” had some free space, so a volume can be created on that space. Select the radio
button for Array #1 and then press the “Next” button. You will see a page similar to this:

File Action View Help

o 2w HE

Home

Add
RAID Information Volume

Configure Volumes

Sleminformaten Create a Logical Volume

Configure RAID

Configure Volumes »

Config Host Access Enter the name for the new volume

Enter the size of the new volume in % of
array capacity

System Admin Limit volume size to less than 2TB r

Power Settings

Configure Network

Create Volume | Resetl

Quick Start

Technical Support

Log Off “MB T GB o, (T MiB  GiB Change Units

Configured Volume Information

b

[y Free space on Array #1
st eed Array 1, Controller 0
bediueed Total capacity 9.5 TB (8.6 TiB)

2ol Amay

Total 7125580 MB 7125.5 GB
1 7125580 MB 7125.5 GB 75

Below bar represents the size and position of the free space areas

oo NN 100%

Volume ID (1) on Array #1

Volume name Volume #1

Volume capacity 2375193 MB, 2375.1 GB (2212.0 GiB)
% of total array used 25%

Number of bad blocks i

LUN mapping Click to view

Volume serial number 659CBECY9

Volume created Friday 09-Oct-2009 14:26:38

Existing on array 1, controller 0
2375193 MB, 2375.1 GB (2212.0 GiB)

Below bar represents the size and position of the above volume

oo NN 100%
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The information displayed is as follows:
Enter the name for the new volume - type the friendly name of your new volume here.

Enter the size of the new volume in MB — choose the size of the new volume in Megabytes or the currently
selected units. You can change the units by selecting the desired radio button and clicking on the “Change
Units” button, then click “Change Units”, the page will refresh.

NOTE - The available units are:

MB or Mega Bytes, where 1MB = 1,000,000 bytes

GB or Giga Bytes, where 1GB = 1,000,000,000 bytes

% or percent, a size that is a percentage of the total array capacity.

MiB or Mega binary Bytes, where 1MiB = 1048576 bytes (most Operating systems use this to
represent Mega Bytes)

e GiB or Giga binary Bytes, where 1GiB = 1073741824 bytes (most Operating systems use this to
represent Giga Bytes)

Nexsan products use MB, GB, TB to display volume and array capacities, MiB, GiB, TiB are shown in grey
as a secondary capacity value. (Where one TB or Terabyte is 1,000,000,000,000 bytes).
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Near the bottom of the page down the page, you can see that a volume with name “Test Example” has
already been created. More meaningful names are helpful on a live system. Going back to the top of this
page, you can create an array, perhaps called “Engineering Data” with 10G of space:

torage Man
File Action View Help

e | 7w H=
@ne)ésuﬁ!ﬂ . "_ ? = r\_,/?ALLOI(

Home

Add
RAID Information Volume

Configure Volumes

Sleminformaten Create a Logical Volume

Configure RAID
Configure Volumes » Array#1 selected, Controller 0, RAIDG, 9.5 TB (8.6 TiB)

Config Host Access Enter the name for the new volume |Engineering Data

Enter the size of the new volume in Mega
bytes (MB)

System Admin Limit volume size to less than 2TB r

Power Settings |1{}(}{}u

Configure Network

Create Volume | Resetl

Quick Start

Technical Support

Log Off “MB T GB %% (T MB  GiB Change Units

Configured Volume Information

- Free space on Array #1
sedead Array 1, Controller 0

bedoeesd Total capacity 9.5 TB (5.6 TiB)

__FreeArea | SizeinMB____ | _ SizeinGB__| 9% of LAy

Total 7125580 MB 7125.5 GB
1 7125580 MB 7125.5 GB 75

Below bar represents the size and position of the free space areas

oo NN 100%

Volume ID (1) on Array #1

Volume name Volume #1

Volume capacity 2375193 MB, 2375.1 GB (2212.0 GiB)
% of total array used 25%

Number of bad blocks i

LUN mapping Click to view

Volume serial number 659CBEC9

Volume created Friday 09-Oct-2009 14:26:38

Existing on array 1, controller 0
2375193 MB, 2375.1 GB (2212.0 GiB)

Below bar represents the size and position of the above volume

oo NN 100%

Click on “Create Volume” to make the volume, and new page will appear that confirms the volume has been
created — see below.
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File Action View Help

o 2w HE

Home

RAID Information VTN Volume | Volume | Volume | Volume
Configure Volumes

Silsminiormatn Create a Logical Volume

Configure RAID

Configure Volumes » Logical volume has been created successfully

Config Host Access

: | Fibre | iSCSI
——— voume tINMaPPI | 9 Host0 [ @ Host1 | O Neto [ ONeti
System Admin 3: 'Engineering Data’
Array: "Array #1', ODI— j I_ j I_ j I_ j
Configure Network Controller 0

Quick Start ?:';ag:g 10068 c1]-- =li- =li- =li- =

Technical Support

Log Off T | Access |
“

Default Access . . e

Group '2GB Switch'
Group Default

Host 'Host #14 (Fibre) WWPN: 21-00-00-
ED-8B-1E-70-E4 win2008 104'

Other Hosts
Host #1 (iSCSI) ign.1991-
05.com.microsoft:nexsan-z8iazxgj
Host #2 (iSCSI) ign.1991-
05.com.microsoft:dvtl6-520lzdwcl
Host #3 (iSCSI) ign.1991-
05.com.microsoft:kev-pc
Host #4 (iSCSI) ign.1991-
05.com.microsoft:super-server
Host #5 (iSCSI)
ign.com.ibm.istc.szx1g205.hostid.09baf54f]
Host #6 (iSCSI)
ign.com.ibm.istc.szx1g205.hostid.09baf54f
Host #7 (iSCSI) ign.2005-
03.com.redhat:01.a27be&f824b0
Host #8& (iSCSI) ign.1991-
05.com.microsoft:d9vszjcl
Host #9 (iSCSI) ign.1996-
04.de.suse:01:2ed39b25ae7b

*iSCSI

%

& iSCS5I

<

& iSCS5I

<

& iSCS5I

<

& iSCS5I

<

& iSCS5I

<

& iSCS5I

<

& iSCS5I

<

& iSCS5I

<

Host access to a volume is created as a two stage process — mapping and access rights. The user selects
which LUN is seen on which ports (fibre or iSCSI ports) to represent the newly created volume. The user can
see all the hosts that have historically been visible to this storage unit and should select which of these has
read or write access (or both or none). Failing to map LUNs (volumes) to ports or selecting host access
rights will mean the volume will not be usable.
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NOTE - The volume can be mapped to a LUN or left UNMAPPED on any port. The mapping of a volume to
a port applies to all hosts that have access to that port.

Once LUNS have been chosen, move lower down the page press the “Apply Changes” button to complete
the Add Volume process.

The following shows the result of mapping LUNS3 to the “Engineering Data” Volume:

B Ri-reagiEnager -| = =21 =

File Action View Help

&= rmHE

Map
Volume

Configure Volumes ®
Map Logical Volumes

! | Fibre |  iscsI |
Volume Details
| O Host 0 |0 Host 1|0 Net0 | O Net 1|

1: 'Volume #1'

3

Array: "Array €0 Luno LUND T T N
#1', Controller 0 4
Capacity: 2.3TB ¢ | ynp LUND

{2212.0 GiB)

3: 'Engineering

Data’ CO  LUN3

Array: "Array e

#1', Controller 0
Capacity: 10.0 c1 - - I -
GB (9.3 GiB)

2: 'Volume #2'

Array: "Array €0 Luni LUN1 T T N
#2', Controller 1 e

Capacity: 2.3TB ¢y |yny LUN1
(2212.0 GiB)

Hel|:_|®

This page provides an overview of the LUN mappings between each
volume and host port. To change a volume mapping, click that volume's
‘next’ arrow.

Note the following in regard of hosts:

lcon Description

@ Host is online and connected to a mapped port
L&) Host is online, but not connected to any mapped ports
U Host is offline
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Expand Volumes

This page allows you to increase the amount of storage assigned to a particular volume. This can only be
done if there is unused space in the array. Once you have located the volume you wish to expand, enter the
new size in the text box, observing the current unit configuration (MB, GB or %), and click “Expand Volume”.
You will then be presented with a confirmation page, as the size of the volume cannot be reduced in the
future. Make sure that you have selected the correct volume by checking the volume name, capacity, serial
number, and LUN mapping.

File Action View Help

|75 HD

Home

)

</ ALLOK

L3

Expand

RAID Information Volume

System Information

Configure Volumes ®
Expand a Logical Volume

Free space on Array #1
Array 1, Controller 0
Total capacity 9.5 TB (3.6 TiB)

FOWEr Sertings XL

System Admin Total 7115579 MB 7115.5 GB
1 7115579 MB 7115.5 GB 5

Configure RAID

Configure Volumes »

Config Host Access

m

Configure Network

Below bar represents the size and position of the free space areas

-
oo [ 100%

Technical Support

Log Off Volume ID (1) on Array #1
Volume name Volume #1
Volume capacity 2375193 MB, 2375.1 GB (2212.0 GiB)
% of total array used 25%
Number of bad blocks (1]
LUN mapping Click to view L
Volume serial number 659CBEC9
Volume created Friday 09-0Oct-2009 14:26:38

Existing on array 1, controller 0
Capacity: 2375193 MB, 2375.1 GB (2212.0 GiB)
Maximum: 9490773 MB, 9490.7 GB (38328.9 GiB)

Below bar represents the size and position of the above volume

0o I 100%

i Volume ID (3) on Array #1

! I MB Expand Volume |

Volume name Engineering Data

Vvolume capacity 10001 MB, 10.0 GB (9.3 GiB)
% of total array used 0%

Number of bad blocks 0

LUN mapping Click to view

Volume serial number 644EF63B

Volume created Monday 07-Dec-2009 13:19:40

Existing on array 1, controller 0
Capacity: 10001 MB, 10.0 GB (9.2 GiB)
Maximum: 7125580 MB, 7125.5 GB (6636.2 GIB)

Below bar represents the size and position of the above volume
0% | 100% 1l

! | MB Expand Volume |

Software Manual 2.2 for xr66 and above — December 2009 78



Delete Volumes

This page allows you to delete volumes that have been previously created.

NOTE - If you want to delete an existing, configured array, then you must delete all the configured volumes
on that array first.

File Action View Help

&= 7@ HE

Home

RAID Information ime | Volume
Configure Volumes

f i .
el Ui b Delete a Logical Volume

Configure RAID

Configure Volumes » - Free space on Array #1

) reeedoend Array 1, Controller 0
Config Host Access hedoeeed Total capacity 9.5 TB (2.6 TiB)

o mw CXILTET,

System Admin Total 7115579 MB 7115.5 GB
1 7115579 MB 7115.5 GB 75

Below bar represents the size and position of the free space areas

Technical Support

Configure Network

Log Off Volume ID (1) on Array #1

Volume name Volume #1

Volume capacity 2375193 MB, 2375.1 GB (2212.0 GiB)
% of total array used 25%

Number of bad blocks ]

LUN mapping Click to view

Volume serial number 659CBECY9

Volume created Friday 09-Oct-2009 14:26:38

Delete Volume |
Existing on array 1, controller 0
2375193 MB, 2375.1 GB (2212.0 GiB)
Below bar represents the size and position of the above volume

oo NN 100%

Volume ID (3) on Array #1

Volume name Engineering Data

Volume capacity 10001 MB, 10.0 GB (9.3 GiB)
% of total array used 0%

Number of bad blocks i

LUN mapping Click to view

Volume serial number 644EF63B

Volume created Monday 07-Dec-2009 13:19:40

Delete Volume |
Existing on array 1, controller 0
10001 MB, 10.0 GB (9.3 GiB)

Below bar represents the size and position of the above volume

0% | 100%
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The delete volume page displays a lot of information for each array in turn and must be carefully checked
before deleting any volumes. To delete a volume click the “Delete Volume” button against the desired
volume. The following warning page will appear; Click on the tick box, then click the “Confirm Delete
Command” to confirm that you wish to delete the volume. The example below shows our attempt to delete
the “Engineering Data” volume.

Action

&= 7@ HE

Home

: Confirm that you wish to DELETE the
RAID Information
ST UALIITE
Configure Volumes » 3: 'Engineering Data'
Array: "Array #1', Controller 0
Capacity: 10.0 GB
Controller 0 Poris Controller 1 Poris
Fibre - Host 0, LUN 3
M Confirm by clicking the checkbox and then clicking the 'Confirm Delete

Command' or Cancel by clicking the 'CANCEL Delete' button.
[ |

Confirm Delete Command
CAMNCEL Delete

Log Off
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So long as we checked the tickbox, the following page is displayed:

File Action View Help

&= |75 HT

Configure Volumes i
Delete a Logical Volume

Configure Volumes VOlumE dEIEtEd N

Back |
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You can see that the volume has been deleted after the “Back” button has been pressed:

File Action View Help

o 2w HE

Home

RAID Information
System Information
Configure RAID
Configure Volumes »
Config Host Access
Power Settings
System Admin
Configure Network
Quick Start
Technical Support

Log Off

Delete
Volume

Configure Volumes
Delete a Logical Volume

Free space on Array #1
Array 1, Controller 0
Total capacity 9.5 TB (3.6 TiB)

—
2ol Amay

Total 7125580 MB 7125.5 GB
1 7125580 MB 7125.5 GB 75

Below bar represents the size and position of the free space areas

oo NN 100%

Volume ID (1) on Array #1

Volume name Volume #1

Volume capacity 2375193 MB, 2375.1 GB (2212.0 GiB)
% of total array used 25%

Number of bad blocks i

LUN mapping Click to view

Volume serial number 659CBECY9

Volume created Friday 09-Oct-2009 14:26:38

Delete Volume |
Existing on array 1, controller 0
2375193 MB, 2375.1 GB (2212.0 GiB)
Below bar represents the size and position of the above volume

oo I 100%

Free space on Array #2
Array 2, Controller 1
Total capacity 9.5 TB (3.6 TiB)

—
2ol Amay

Total 7125580 MB 7125.5 GB
1 7125580 MB 7125.5 GB 75

Below bar represents the size and position of the free space areas

oo NN 100%

Volume ID (2) on Array #2

Volume name Volume #2
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Rename Volumes
Volumes can have their previously-assigned friendly names changed by using the “Rename Volume” page.

To change the friendly name of a volume, type the new name into the respective text box. You can change
the name of more than one volume at a time. When you have made the changes, click the “Save Settings”
button to confirm. The friendly name aids user identification of the volume and can be used to help
remember what the volume is being used for.

orage Manager - [

File Action View Help

&= 7@ HE

Home
Rename
RAID Information v me | Volume YA lume
System Information Cunﬁgure_\fulumes ®
Rename Logical Volumes

Configure RAID

Configure Volumes » Volume Details m

) 1: 'Volume #1'
Config Host Access Array: 'Array #1', Controller 0

Power Settings Capacity: 2.3 TB (2212.0 GiB)

System Admin Controller 0 Controller 1
Ports Ports

Configure Network Fibre - Host 0,  Fibre - Host 0,

LUN O LUN O

Fibre - Host 1, Fibre - Host 1,

LUN O LUN O

2: 'Volume #2'
Array: "Array #2', Controller 1
Capacity: 2.3 TB (2212.0 GiB)

Quick Start
Technical Support

Log Off

Controller 0 Controller 1
Ports Ports

Fibre - Host O, Fibre - Host O,
LUN 1 LUN 1

Fibre - Host 1, Fibre - Host 1,
LUN 1 LUN 1

Save Settings | Resetl

ep D)

Use this page to change the symbolic name assigned to each volume,
you may wish to do this if the use for the volume changes on your host
system, this will help you in knowing which volume on the RAID system
maps to which host disk.

http://172.16.8.192/status.asp
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Map Volume

In order for a volume to be available to a host system, each volume must be mapped to a Logical Unit
Number (LUN) on at least one host port so that the host can see it on that port. Current mappings are shown
on this page, but if there is a need to change the mappings, press the “Next” button.

File Action View Help

&= 7@ HE

Map
Volume

Configure Volumes
Map Logical Volumes

; Volume Details | Fibre iSCSI

1: 'Volume #1'

Array: 'Array CO0  LuUND LUNOD
#1', Controller 0

Capacity: 2.3TB ¢3| | yno LUNO
(2212.0 GiB)

2: 'Volume #2'

Array: 'Array Co0  Lum1 LUN1
#2', Controller 1

Capacity: 2.3T8B |c3] | yny LUN1
(2212.0 GiB)

g D)

This page provides an overview of the LUN mappings between each
volume and host port. To change a volume mapping, click that volume's
'next’ arrow.
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After the “Next” button is clicked, you will see a new page as follows:

: age Manager - [l
File Action View Help

=557 HR

Home

RAID Information lume | Volume | Volume YIS
Configure Volumes

Map Logical Volumes
Configure RAID Next >

Config Host Access volume LUNMaPPING | g 10510 | @ Host 1 | O Neto | O et

Power Settings 1: "Volume 21°
Array: 'Array #1', '::"":'Il-L'”"‘l’:]| j ILUN{]| j I_ j I_ j
System Admin Controller 0

Configure Network ?;;f:lltlvﬁli)a e c1 Il-l-‘”\“l{]l j Il-l-‘”\"l{]I j I_ j I_ j

System Information

Configure Volumes »

Quick Start

SRR “

Log Off
Default Access o L8 [

Group '2GB Switch'
Group Default

Host 'Host #14 (Fibre) WWPN: 21-00-00-

QFibre |0 s 1E-70-E4 win2008 104

Other Hosts
Host #1 (iSCSI) ign.1991-
05.com.microsoft:nexsan-z8iazxgj
Host #2 (iSCSI) ign.1991-
05.com.microsoft:dvt06-520lzdwcl
Host #3 (iSCSI) ign.1991-
05.com.microsoft:kev-pc
Host #4 (iSCSI) ign.1991-
05.com.microsoft:super-server
Host #5 (iSCSI)
iqn.com.ibm.istc.szx1g205.hostid.09baf54f]
Host #6 (iSCSI)
ign.com.ibm.istc.szx1g205.hostid.09baf54f
Host #7 (iSCSI) ign.2005-
03.com.redhat:01.a27be8f824b0
Host #8 (iSCSI) ign.1991-
05.com.microsoft:d9vszjcl
Host #9 (iSCSI) ign.1996-
04.de.suse:01:aed39b25ae7b

Host #10 (iSCSI) ign.1996-
n4.de. suse:N1:h8RAIATA4A32

%]

" 1ISCSI

X

()isCsI

=l

()isCsI

<

iscsI

" ISCSI

isCSI

03«

L isCsI

" ISCSI

XX

()isCsI

<

isCcsI

Use the drop down menus for each volume to select the LUN for each host port. A volume can be assigned

to a LUN with a value between 0 and 254, if not already in use. Selecting UNMAPPED will make the

corresponding volume unavailable to all attached host systems on the corresponding host port. If there are

identical LUNs on a host port at least one will be automatically set to UNMAPPED when “Save Settings” is
clicked. This is done in order to allow the configuration to succeed. It is important that each LUN is unique

per host port.
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NOTE - there are LUN mapping scenarios where additional host software is required. If a volume is mapped
to both host ports and your host is connected to both ports it is likely two volumes or LUNs will be visible
from your host. It is important to understand this represents two communication paths to the single mapped
volume. If this configuration is required then Multipathing Software must be used to correctly combine the
paths and provide path failover should one of the communication paths fail. If the same volume is visible to
two separate host systems then file locking software must be used to ensure data is not corrupted. If you are
unsure, then contact Technical Support.

At this point you can also apply host access rights. Setting a group to “Default” will use access rights from
the global default. Setting a host to “Default” will use access rights from the group it is a member of (or from
the global default if no specific group access is set).

The icon next to each host indicates whether that host is connected to a mapped port. Hover the mouse
cursor over an icon to see a tooltip with additional details. If JavaScript is enabled, the icons will update
dynamically as the settings are adjusted; otherwise, the icons will only be updated after the changes are
applied.

Click the “Apply Changes” button to save the mappings and access rights.

NOTE — Changes are made immediately, so changing the LUN of a volume in use could cause your
Operating System to crash or lose communication with the volume.
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Configure Host Access

Configure Fibre

In order to ensure correct operation of the Fiber Channel interface you should use the web GUI to review
and / or alter the Fiber Channel settings. If your system is a version utilizing a “SAS to Host” interface instead
of Fiber Channel, please refer to the “Configure SAS” section.

From the Main Menu on the left side, select “Config Host Access”. When the page reloads, click “Fibre” from
the row of tabs at the top of the page. The Fibre page allows the configuration of both Fibre Ports on each
controller. Use the drop down menus to configure the settings.

File Action View Help

&= 7@ HE

Home
RAID Information

System Information

Configure Host Access @
Configure Fibre
Configure RAID

i e e Controller 0 Fibre - Host 0 Fibre - Host 1

Current N tat Current N tat
Config Host Access » status ew state status ew state

P Satti P2P, full - P2P, full -
ower Settings Topology fabric IAUTO 3 fabric AUTO £
system Admin Loop ID 2(N.A) [auTO ~ 2(N.A) [auTO -]

Configure Network Link speed 2Gbit [auTO ~ 2Gbit [aUTO ~]

Quick Start Auto port logout Yes IYes;I Yes IYesﬂ
Technical Support Controller 1 Fibre - Host D Fibre - Host 1

Current Current
Log Off status New state status New state

Topology P, full - aoto < P20 gro o
Loop ID 2(N.A) [auTO ~| 2(N.A) [aUTO ~]

Link speed 2Gbit [auTO ~| 2Gbit [aUTO ~]
Auto port logout Yes IE Yes IE

Save Configuration | Save and Apply Changes | Reset |

The information displayed is as follows:

Topology — allows you to select between Point-to-point, Loop or Auto topologies. The loop topology should
be used when connecting to other devices using a hub. Point-to-point is normally used when connecting
directly to an initiator HBA or a fabric switch. The Auto mode will try to negotiate what topology to use. First
it will try to connect to a loop. If this fails it will try to connect using Point-to-point mode. Auto may not always
work, especially if the device(s) at the other end are also using auto.
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Loop ID - selects the ID of this port. Use the drop down menu to select an address between 0 and 126.
Auto may also be selected to find an address that is not already occupied. Loop ID does not need to be set
if you are running in Point-to-point mode.

Link Speed - denotes the speed of the connection. The unit is capable of running at either 1Gbit/s (One
Gigabit per second) or 2Gbit/s (Two Gigabits per second). Some versions also support 4Gb/s operation.
You should set the speed depending on your other Fiber Channel equipment. It is also possible to use Auto
mode to attempt auto-negotiation of the correct speed, but not all third-party equipment supports this

properly.

Frame Size — chooses the frame size to be used. The frame size relates to the data payload of each
packet. Typically the larger the payload the more data can be transmitted, with less overhead. The
available frame sizes are 512, 1024, 2048 and 2112. Note that in some version of firmware this function is
not available.

Host port cleanup — This option is only used in full-fabric topologies. It should be cleared whenever RSCN
notification has been disabled on the connecting fabric switch, otherwise it can lead to incorrect deregistering
of host ports. This option is enabled by default. Note that in some version of firmware this function is not
available.

After all the interfaces have been configured click the “Save new configuration”.

NOTE - The settings will be applied at the next restart of the system.
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Configure SAS

SAS (Serial Attached SCSI) is not only applicable to certain types of disk drives, but is a protocol and cabling
standard that allows for entire systems to be connected to host at relatively low cost. Some Nexsan
controllers such as the “SATABoy2-SH” use SAS connectivity instead of Fiber Channel. This controller type
uses two 26-way mini-SAS connectors, suitable for use with external copper-bases cables up to around 8
metres in length (this will vary with speed and cable and connector quality), terminated with SFF-8088 mini-
SAS ‘plugs’. Each connector contains 4-lanes of SAS, with 3Gb/s full-duplex capability on each lane,
equating to 12Gb/s per connector. Nexsan have tested various cables and recommend a maximum of 4
metres, which should be fine for most racks.

A Siorage Ma_ﬁer - [Nexsan RAID Stordm: rSishems\SATABE}SH - SAS Host RAID su%em, number - 000402D413C4] ._lglﬂlg

| File Action View Help

&= | 7E|HF

Home

RAID Information
System Information Configure Host Access

Configure RAID
Configure Volumes
Config Host Access »

System Admin

Current Current

m

Quick Start status New state status New state
Technical Support Wide port link speed Port Down IAUTO 'l Port Down IAUTO vl
Log Off Phy 0 State Down IEnabIed v| Down IEnabIed 'I

Phy 1 State Down Im Down lm
Phy 2 State Down Imed;l Down Imed;,
Phy 3 State Im Down lm

Current Current
New state New state
status status

Wide port link speed Port Down Im Port Down lm

Phy 0 State Down Imed;[ Down lmed;,
Phy 1 State Down Im Down lm
Phy 2 State Down Imed;[ Down lmed;,
Phy 3 State Down Imed;[ Down lm

Save new configuration | Reset |

Wide port link speed - Use these settings to select the maximum link speed of the host connection. Select
from 1.5Gb/s (150MBY/s), 3Gh/s (300MB/s) or AUTO which will attempt to discover the data rate of the
attached host or SAS device. This setting will apply to all the Phys in the Wide Port. Changes to this setting
will take effect only after the RAID controller is rebooted.

Phy State - Use these settings to enable or disable an individual SAS physical link. Normally all 4 “phys” are
enabled to create the wide port host connection which will provide a maximum transfer bandwidth. If
required, individual phys can be disabled here, though this will reduce the maximum transfer bandwidth.
Changes to this setting will take effect only after the RAID controller is rebooted.

Software Manual 2.2 for xr66 and above — December 2009 89



Configure iSCSI

iISCSI is a mechanism to use IP frames, usually over Ethernet, as a means of transport for SCSI. SATABoy
and SATABeast have 2 ports per controller running at 1Gb/s that can both be used for iISCSI. For added
performance, jumbo frames can be used. It is possible to run iISCSI on a 10/100 network connection but
performance will be significantly reduced. Nexsan iSCSI works only on communication port 3260.

CAUTION: While both network ports can be used for iISCSI, only Port 0 can be used for access to the unit’s
web-based GUI. The GUI access is usually infrequent and light, so when Port 0 is being used for both iISCSI
and GUI access, the impact on speed is minimal.

NOTE: Nexsan’s iSCSI implementation supports controller failover so long as you are using multipathing
software on your host. Path Failover is supported by iSCSI, so should one port or link into a controller fail,
the remaining port(s) will pick up the load and normal operation will continue.

More than one Initiator/Host can access the same volume, but be aware that clustering software would be
needed to ensure data integrity. From firmware release xf66 onwards, the maximum number of concurrent
sessions is 64 per controller and so 128 connections are possible on a dual controller unit. The maximum
number of initiators supported in the Host Access list is 127 (note that a single initiator can connect to all four
ports so creating 4 connections).
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2y Storage Manager - |

File Action View Help

o 2w HE

Configure Host Access ®
Configure iSCSI

. [iSCSI-NetO|iSCSI- Net1

Enable iSCSI on Controller 0 @ o v

Config Host Access » -
Enable iSCSI on Controller 1 @ o v

Power Settings

) em Admin Apply |
Allow
e T A

ign.1991-05.com.microsoft:nexsan-z8iazxg) Advanced
ign.1991-05.com.microsoft:dvt06-5201zdwcl Advanced
iqn.1991-05.com.microsoft:kev-pc Advanced
ign.1991-05.com.microsoft:super-server

ign.com.ibm.istc.szx1g205.hostid.09baf54f]
ign.com.ibm.istc.szx1g205.hostid.09baf54f

iqn.2005-03.com.redhat:01.a27be8f824b0

Advanced
Advanced
Advanced

Advanced

ign.1991-05.com.microsoft:d9vszjc1 Advanced
ign.1996-04.de.suse:01:3ed39b253e7b

ign.1996-04.de.suse:01:b88696734d3a

Advanced
Advanced
ign.1991-05.com.microsoft:win-eqropia3nr2
Default

Advanced

-
=
=
=
=
=
=
=
=
=
=
=

EUN RV AR BT B B S S R B

Advanced

Apply Settings | Resetl

As shown on the page above, choose which ports can be used to run iSCSI, and which hosts should be
allowed access. Note that all previously discovered hosts are remembered in the list of hosts (so long as
iISCSI has been running on at least one port). Any correctly set up host will attempt to discover iISCSI targets
and will be seen by the storage unit, and will appear in the list of hosts. Host names can also be added
manually. You should check or change the network port settings to get the most out of iISCSI — using 1G
speed and jumbo frames is recommended, see “Network Settings”.
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By clicking on the “Advanced” text link in the page shown above, you can view or change the default login
settings for each offline host, for items like authentication and the use of digests — see below:

=4 Storage Manager -
File Action View Help

&= |75 HT

Configure Host Access ®
Configure iSCSI

Host Configuration

Identity ign.1991-05.com.microsoft:nexsan-z8iazxgj
Status Offline
Access Allowed

3

Header Digest required

Digest i .
Data Digest required

MNone
Target
Mutual

CHAP authentication

Use default host secrets
Use host unigue secrets

w0y wm| T

CHAP secret

Unique target secret

Unique host secret

Apply Settings | Resetl

Finally, iISCSI ports must have Volumes mapped to them. This is done via the CONFIGURE VOLUMES
menu, and then the Map Volume tab — see “Map Volume”.
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Groups

This page allows the user to configure access control groups. An access control group can be used to
provide a number of hosts with a set of common access rights.

File Action View Help

o 2w HE

Groups

Configure Host Access ®
Manage Groups

Remove Group Name m

[T |(Default Access) 13 hosts

1 host
Edit list

3

" |2GB Switch

Apply changes | Add Group | Resetl

e D

This page allows the user to configure access control groups.

An access control group can be used to provide a number of hosts with
a set of common access rights.

The 'Add Group' button creates a new group with a default name. The
group may be renamed by editing the 'Group Name' text and pressing
'Apply Changes'. Any unused group may be removed by selecting the
appropriate 'Remove' checkbox and pressing 'Apply Changes'.

Hosts can be added to or removed from the group by selecting the 'edit
list' link.

Pressing the “Add Group” button changes the page to add a group template.
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Group #2 is the default name that is added for you to edit — see below:

File Action View

&= |75 HT

Configure Host Access ®
Manage Groups

Remove Group Name m

[T |(Default Access) 13 hosts
1 host
Edit list
0 hosts
Edit list

3

" |2GB Switch

r IGroup#ﬁ

Apply changes | Add Group | Resetl

ep D)

This page allows the user to configure access control groups.

An access control group can be used to provide a number of hosts with
a set of common access rights.

The 'Add Group' button creates a new group with a default name. The
group may be renamed by editing the 'Group Name' text and pressing
'Apply Changes'. Any unused group may be removed by selecting the
appropriate 'Remove' checkbox and pressing 'Apply Changes'.

Hosts can be added to or removed from the group by selecting the 'edit
list' link.
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Pressing the “Edit list” link will list a set of hosts (or none). Some hosts may have been seen by the unit in
the past, and some may be currently connected (as depicted by a green dot — see below):

3/ Storage Manager - |

File Action View Help

o 2w HE

Configure Host Access ®
Manage Groups

Include| Type | ______ HostName |

R E— {iSCSI Host #1 (iSCSI) ign.1991-05.com.microsoft:nexsan-z8iazxgj

Power Settings (1iSCSI [Host #2 (iSCSI) iqn.1991-05.com.microsoft:dvt06-5201zdwcl

{iSCSI Host #3 (iSCSI) ign.1991-05.com.microsoft:kev-pc
{iSCSI Host #4 (iSCSI) ign.1991-05.com.microsoft:super-server
{1iSCSI Host #5 (iSCSI) ign.com.ibm.istc.szx1g205.hostid.09bafs4f]
{iSCSI Host #6 (iSCSI) ign.com.ibm.istc.szx1g205.hostid.09bafs4f
{iSCSI |Host #7 (iSCSI) ign.2005-03.com.redhat:01.a27be8f824b0
{iSCSI Host #8 (iSCSI) ign.1991-05.com.microsoft:d9vszjcl
{iSCSI Host #9 (iSCSI) ign.1996-04.de.suse:01:aed39b25ae7b
{iSCSI Host #10 (iSCSI) ign.1996-04.de.suse:01:b886967a4d3a
{iSCSI Host #11 (iSCSI) ign.1991-05.com.microsoft: win-eqropia3nr2
(' Fibre Host #12 (Fibre) WWPN: 2F-FC-00-C0-DD-03-DD-EC

(' Fibre Host #13 (Fibre) WWPN: 21-03-00-E0-8B-7E-70-E4

Host 'Host #14 (Fibre) WWPN: 21-00-00-E0-8B-1E-70-E4
win2008 104"

=
-
-
-
-
-
-
-
-
-
-
-
-
-

) Fibre

Apply changes | Resetl

Simply select which hosts are members of the group “Group #2” in our example and press “Apply Changes”.
You can change the name of the group on the Manage Groups page, and press “Apply Changes”.
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Hosts

This page will show a list of all the hosts that have ever been seen by the storage unit. Hosts are
automatically added to the list as they are discovered and will be given a default name and inherit access
rights from “Default Access”. The hosts can be Fibre-based or (not shown below) iISCSI-based.

Hosts can be renamed by typing in a new, friendly name over the discovered name. Hosts that are no longer

relevant can be removed from the list by marking the “Remove” checkbox, and clicking on the “Apply
changes” button. If you know the identity of the host, you can also add it manually to the list.

File Action View Help
| 2o

Home

RAID Information

Configure Host Access

System Information
Manage Hosts

Configure RAID

Configure Volumes Remove| Type | HostName ______________|Details

Config Host Access » Group '2GB Switch'

Bowansatiings r O Fibre ||Host#14 (Fibre) WWPN: 21-00-00-E0-8B-1E-70-E4 win2008 104 Details

System Admin

Configure Network Other Hosts

" ISCSI |Host#1 (iISCSIl) ign.1991-05. .mi ft -z8i ] i
Quick Start ! I ost#1 (i ign com.microsoftnexsan-z8iazxg) Details

i L isCsI IHost#Q (ISCSI) ign.1991-05.com.microsoftdvtl6-5201zdwc1 Details
Technical Support

Log Off L ISCSI IHost#B (ISCSI) ign.1991-05.com.microsoftkev-pc Details

'ISCSI IHost#4 (i5CSI) ign.1991-05.com.microsoftsuper-server Details

"15CSI |Host#5 (ISCSI) ign.com.ibm.istc.szx1g205.hostid.09bafa4f] Details

"1SCSI |Host#6 (ISCSI) ign.com.ibm.istc.52x1g205.hostid. 09bafo4f Details
Liscsl |Host#? (ISCSI) ign.2005-03.com.redhat01.a27besf324b0 Details
isCsI |Host#8 (ISCSI) ign.1991-05. com.microsoft d9vszjc1 Details
iscsI IHost#‘B (iISC3I) ign.1996-04 de suse:01:3ed33b25ae7b Details

L iscsI IHost#H}(iSCSI}iqn.1996-{}4.de.suse:ﬂl:b88696?64d3a Details

'ISCSI IHost#ﬂ (iISCSI) ign.1991-05.com.microsoftwin-eqripia3nr2 Details

'Fibre IHosHﬂQ (Fibre) WWPN: 2F-FC-00-C0-DD-03-DD-EC Details

-
-
-
-
-
-
-
-
-
-
-
-
-

" Fibre IHost#13 (Fibre) WWPN: 21-03-00-E0-8B-7E-70-E4 Details

Apply changes | Resetl

% Fibre = WWPN, ign or eui
" iscsI

Add Host |
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The “Details” link shows detailed information about a host — see below:

File Action View Help

= >mH=

Configure Host Access
Manage Hosts

Host '"Host #14 (Fibre) WWPN: 21-00-00-E0-8B-1E-70-E4 win2008 104"

Type Fibre
Identity WWPN: 21-00-00-EO-8B-1E-70-E4
Status Online

Port ID: 01-0A-00

Connection Controller 0 Fibre - Host 0
Controller 0 Fibre - Host 1
Controller 1 Fibre - Host 0
Controller 1 Fibre - Host 1

Group Membership

(o (Default Access)
1o Group '2GB Switch'
e Group #2

»

Apply Changes | Resetl

Help®

This page show the status of the named host and allows group membership to
be changed.

For each group select to include this host or not and press 'Apply changes'.
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Host Access Settings

For each host, you can choose the access rights it has with regard to accessing volumes that have been
created. Hosts and groups of hosts acquire “Default” rights that you can override. Decide which host you
want to change and click on the “Access” link.

File Action View Help

o= 7= Hm

@ancf?ﬁ!ﬂ o - ./ ALLOK

Home
RAID Information

) Configure Host Access
System Information Host Access ®

Configure RAID

Configure Volumes _Type | HostName _______________|Access

Config Host Access » Default Access Access

Power Settings
System Admin Group "2GB Switch'
Group Default

. Host 'Host #14 (Fibre) WWPN: 21-00-00-EQ-8B-1E-70-E4 win2008
) ) Fibre ;
Quick Start 104

Configure Network

Technical Support
Group #2

Log Off Group Default

Other Hosts
Host #1 (iSCSI) ign.1991-05.com.microsoft:nexsan-z8iazxgj
Host #2 (iSCSI) ign.1991-05.com.microsoft:dvt06-5201zdwcl
Host #3 (iSCSI) ign.1991-05.com.microsoft:kev-pc
Host #4 (iISCSI) ign.1991-05.com.microsoft:super-server
Host #5 (iISCSI) ign.com.ibm.istc.szx1g205.hostid.09baf54f]
Host #6 (iSCSIL) ign.com.ibm.istc.5zx1g205.hostid.09baf54f
Host #7 (iSCSI) ign.2005-03.com.redhat:01.a27be8f824b0
Host #8 (iSCSI) ign.1991-05.com.microsoft:d9vszjcl
Host #9 (iSCSI) ign.1996-04.de.suse:01:3ed39b25ae7b
Host #10 (iSCSI) ign.1996-04.de.suse:01:b886967a4d3a
Host #11 (iSCSI) ign.1991-05.com.microsoft:win-eqrOpia3nr2
Host #12 (Fibre) WWPN: 2F-FC-00-C0-DD-03-DD-EC
Host #13 (Fibre) WWPN: 21-03-00-E0-8B-7E-70-E4

Help®

Select a group or host to configure its access rights to volumes.

http://17216.8.192/status.asp
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After clicking on the “Access” link, the following page is displayed:

File Action View Help

&= | 2= H=

Configure Host Access
Host Access

Host 'Host #14 (Fibre) WWPN: 21-00-00-E0-8B-1E-70-E4 win2008 104"
Type Fibre
Identity WWPN: 21-00-00-EO0-8B-1E-70-E4
Power Settings Status online
Port ID: 01-0A-00

Connection Controller 0 Fibre - Host 0
Controller 0 Fibre - Host 1
Controller 1 Fibre - Host 0
Controller 1 Fibre - Host 1

| MAccess
Nolume __Default | Deny |Read | R/W_

1: 'Volume #1'
Array: "Array #1', Controller D & @ R/wW . . e
Capacity: 2.3 TB (2212.0 GiB)

2: 'Volume #2'
Array: 'Array #2', Controller 1 & @ R/W C
Capacity: 2.3 TB (2212.0 GiB)

Config Host Access »

o) em AdImin

Apply Changes | Resetl

et D

This page allows configuration of the access rights that the named group/host
has to volumes.

Each wvolume is displayed and its access rights from this group/host can be
configured.

The choices are Deny all access to the volume, allow Read only access, allow
Read/Write access, and Default.

Setting a host to 'Default’ will use access rights from the group it is a member
of {or from the global default if no specific group access is set).

For each volume that is displayed in the list, you can select whether to Deny access, allow Read-Only
access or full Read/Write access for the host.

Click “Apply Changes” when the host’s rights have been set up.
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Power Settings

Various power saving features can be obtained through the use of “AutoMAID” which is an optimisation that
reduces the power consumed by disk drives when they are not being accessed. Once disks have entered a
power saving mode, they are automatically brought back up to full speed if a disk access is necessary, but
there may be a short delay in reading or writing data until the disks reach full speed.

NOTE - Not all hard disks support all of the AutoMAID options, some only supporting Level 3, or others only
supporting 1 and 3, so the pull-down menus for the unsupported power options will not be shown. Some disk
drive have internal algorithms that enable power saving, but these cannot be controlled from the GUI.

NOTE — AutoMAID works on a per-disk basis but within each RAID set (i.e. not at the system or volume
level) in order to allow for different power saving profiles should different RAID sets have differing data traffic.

AutoMAID Stats

The AutoMAID Stats page provides a guide to the state of each of your configured RAID sets and spare
disks, breaking down how much time has been spent in each AutoMAID state.

Storage Manager -
File Action View Help
e 2m|

Home

RAID Information

System Information

Power Settings ®
AutoMAID Statistics

Configure RAID

i Disk Time at MAID Level AutoMAID
— Array Name | DiskTimeatMAID Level | Au
Active | Tdle | Slow |Stopped| Efficiency

Config Host Access

Array #1 100 % 0 % 0 % 0 % 0 %o
Array #2 100 % 0 % 0 % 0 % 0 %o
System Admin
Total 100 % 0 % 0 % 0 % 0 %
Configure Network
Quick Start Reporting period from Thursday 03-Dec-2009 12:24 to Monday 07-Dec-2009
13:36

Technical Support

Log Off Clear Statistics |

nep )

'AutoMAID Efficiency' indicates the approximate power saving that has been
achieved during the sampling period, as a percentage of the maximum power
saving possible through AutoMAID (all disks stopped 100% of the time).
AutoMAID works on a per-disk basis, not at the system level in order to
maximize possible power savings.

The 3 AutoMAID power saving levels are hierarchical. Each level requires lower
levels to be set and level 1 < level 2 < level 3 must be true. If you don't set a
lower level, it will automatically take on its lowest setting.

Mote that not all manufacturer's disk drives support power saving levels 1 & 2.

AutoMAID is configured through the Power Settings menu item, available to
administrators.
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AutoMAID Config

The “AutoMAID Config” page allows setting a time after which each level of power saving becomes active.
These modes or “MAID levels” become active after an array has had no activity for the configured time
period. The time period is set via the pull-down menus in the “New Setting” column. The time periods for the
different levels must be configured in ascending order from level 1. Thus, level 1 is enabled first then level 2
and finally level 3. If a particular power saving level is not required then select “never”. After selecting the
required power saving configuration click “Set AutoMAID Level”. You can also set days of the week and time
of day for periods when you don’t want AutoMAID to be active.

"
=4 Storage Manager - |

File Action View Help
| 2o

' Config

Power Settings ®
Configure AutoMAID Settings

Default RAID Array AutoMAID Settings
Current Setting | New Setting | Supported By

Level 1 - park heads after never Inever 'l 42 of 42
Level 2 - reduce disk speed after never Inever vl 42 of 42
2 AL Level 3 - stop disk spinning after never Inever 'I 42 of 42

Power Settings

AutoMAID Schedule [” Disable AutoMAID during critical hours

Critical hours are |ﬂ'ﬂ'iﬂ'ﬂ'j to |ﬂ'ﬂ'iﬂ'ﬂ'j on
[~ Monday
™ Tuesday
[” wednesday
[” Thursday
[~ Friday
[” saturday
[” sunday

Default Pool Spares / Unassigned AutoMAID Settings

Pool Spares [/ Unassigned ILeveIZ- Reduce disk speed after 10 minsj

Save Settings |

RAID Array Specific Settings
| Aray | levell | level2 | level3 | _ Options

Array #1 Default Customize
Array #2 Default Customize

Critical hours
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System Admin

Cache Settings

The unit has a cache memory (512M to 2G depending on the model) which is normally enabled. The cache
memory holds data being written to disk. This enables the controller to confirm that a command is completed
before the data has been physically written. In the event of a power failure during an unfinished write
operation, the cache has a battery backup to protect cached data for up to 72 hours. The unit’s controller will
automatically complete any unfinished write operations after power is restored.

File  Action

&= | 2= H=

Home

Alarm Reboo ottings = UPdate
RAID Information Rats Config lode ~ Firmware

System Information

Configure Cache
Configure RAID

—

. Enabled, Mirrored, FUA ignored - (C0O) 495
Config Host Access Current write cache state MB, (C1) 495 MB

Power Settings Manually override current write cache r
status

Force write cache to Disabled

System Admin Enabled

Disabled

Desired write cache state
Configure Network

Allow attached host to override write
cache configuration

Technical Support Ignore force unit access (FUA) bit

Quick Start

Log Off Enable cache mirroring

Write cache streaming mode
Read cache streaming mode

Random access

Cache optimization setting Mixed sequential/random

b T T ) I 3 3 e O e T

Sequential access

Save Settings | Resetl

The information displayed is as follows:
Current write cache state — shows details about the current cache configuration being used.

Manually override current write cache status — will force the cache on or off without a reboot. Use the tick
box if you wish to use this option.

Desired write cache status — choose the preferred cache state. Use the radio buttons to select Enable or
Disable write cache.

Allow attached host to override write cache status — some SCSI commands will force the write cache not
to be used. Click the tick box to override this.

Ignore Force Unit Access (FUA) bit — “Force Unit Access" (FUA) is part of the SCSI-3 block device (SBC)
specification and Support for FUA is optional. RAID subsystems and host controllers, particularly ones with
battery backup, may choose to ignore FUA. When the FUA (Force Unit Access) bit is set by a host system
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on a per command basis, data is written and read directly to and from the disks without using the onboard
cache. This will incur a time overhead, but guarantees the data is written to the disks. Set this option to force
the controller to ignore the FUA bit so that command execution times are more consistent, but note that
performance is normally improved by ignoring the FUA bit.

Write cache streaming mode — When the write cache streaming mode is enabled, the system continuously
flushes the cache. This provides maximum cache buffering to protect against RAID system delays adversely
affecting command response times to the host. When the write cache is in non-streaming mode, the system

runs with a full write cache to maximise cache hits and maximise random IO performance.

Cache Optimization Setting — use these radio buttons to tune the access performance of the cache. If your
host system is accessing a large number of different files or different areas of a volume then selecting
‘random access” may improve host performance. A file server with a large number of users or a database
may produce this type of access pattern. If your host system is accessing a small number of large files
sequentially then selecting sequential access may improve host performance. Streaming video may produce
this type of access pattern. If there is a mixture of sequential and random access then selecting the “Mixed
sequential / random” option may improve overall performance. Experimenting with these options is
permissible in order to determine which is best for your host system.

NOTE - The write cache will be flushed 5 seconds after the last host write, it is recommended for a
shutdown all host activity is stopped and then wait 30 seconds before powering off this system.

Once you have made the required changes hit the “Save settings” button to continue.
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Audible Alarm

The audible alarm, which will normally sound in the event of a problem, can be enabled or disabled on this
page.

&Y Storage Manager - [Nex

File Action View Help

&= 2= HB=

Alarm

System Admin
Audible Alarm

Audible Alarm

Silence The Audible Alarm |

System Admin
Re - Sound The Audible Alarm

oD

Silence the audible alarm - By clicking this button the audible alarm will be
silenced, note that this does not solve the problem that caused the alarm to
sound.

Re - sound the audible alarm - To remind yourself or others that an
unsolved problem exists with this RAID system click this button to resound the
audible alarm.

The information displayed is as follows:
Silence The Audible Alarm — By clicking this button the audible alarm will be silenced.
NOTE — This does not solve the problem that caused the alarm to sound.

Re-Sound The Audible Alarm — click this button to re-enable the audible alarm.

Software Manual 2.2 for xr66 and above — December 2009
104



Reboot

The Reboot page allows the system or a controller to be restarted or shutdown without physical contact with
the device. There are several modes.

|'&9 Storage Manager - [Nexsan RAID Storage\Favorite  SATABeast #1 [S[E] = )
File Action View Help

&= 2= HB=

Sysem Admin ®
Reboot System

Reboot RAID System

m

" Rolling Restart
Power Setting ¥ System Reboot

system Admin " System Shutdown

Check I to confirm

Execute NOW | L

Controller Maintenance

* Kill controller 0 {current)
 Kill controller 1

“ Check [ to confirm

Execute NOW |

The information displayed is as follows:

Rolling Restart

Rolling Restart is a feature that lets you perform controller restarts (warm boots) without losing host
connectivity or data transfer. It is a “host-transparent restart”.

During the Rolling Restart process, each controller will reboot in turn. The status of the controllers will be
shown on the GUI and in the event log. IP and host connectivity will stop briefly at various stages during the
Rolling Restart process, but should resume shortly afterwards (in less than 30 seconds). Host timeouts
should be set (at the host) to ensure that this does not cause any application errors. See “Host Time-outs”.

To perform a Rolling Restart, both controllers must be fully operational, the uploaded firmware on both
controllers must be the same, and the system must be in an Active-Active mode (2PAA, 4PAA, or APAL —
see “
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System Mode (Failover Settings)”).

If the system is not in a suitable state for Rolling Restart, the option will be greyed-out on the GUI (except on
single controller systems, where the “Rolling Restart” option is not shown on the “Reboot” page and is not
available).

System Reboot

Select the “System Reboot” radio button and click the “Execute NOW” button to reboot the unit. While the
unit is rebooting the configured arrays and volumes will not be accessible from your attached host system(s),
before this function is used it is advised that all host 10 is ceased. You may also need to reboot your host
system(s) after the RAID controller has rebooted.

System Shutdown

Select the “System Shutdown” radio button and click the “Execute NOW” button to shutdown the unit, this
will ensure all the cache data is flushed to the disks, when the unit is put into a shutdown state your host
system(s) will not be able to access any of the configured volumes.

When two controllers are installed Reboot and Shutdown will apply to both controllers.
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Rebuild Rate Settings

The Rebuild Rate page can be used to select the amount of 10 time dedicated to rebuilding a critical array. If
your host activity is high then a higher rebuild priority may need to be selected so the array rebuild completes
in a shorter time. The disadvantage of doing this is that less time will be dedicated to providing your host with
data and potentially reducing host data throughput. Bear in mind that your data is vulnerable while an array
is critical. Depending on RAID level, any further disk failures could mean your data becomes unavailable to
your host i.e. RAID array goes offline.

To configure a new rebuild rate, select the appropriate radio button, and then click “Set Rebuild Priority”.

File Action View Help
| 2o

Rebuild
Rate

Sysem Admin
Configure Rebuild Priority

Rebuild Configuration

Highest

High
Power Settings Select rebuild rate Medium
Low

System Admin
Lowest

SetRebuild Priority |

et D)

Use this setting to increase the amount of IO time dedicated to rebuilding a
critical array, if your host activity is high then a higher rebuild priority may
need to be selected so the array rebuild completes in a shorter space of time.

http://17216.8.192/status.asp
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Verify Configuration
The Verify Configuration page allows the user to specify what type of verification should be carried out on

any configured RAID arrays and how often, in order to identify problems and maintain the unit in perfect
condition.

File Action View Help

o= 7= Hm

Home
ache Alarm o 0 Verify
RAID Information -~ - - Rate Config
System A
RAID Array Verify

System Information

Configure RAID

Configure Volumes

Surface scan

Config Host Access Select verify utility to rrroET

use

Power Settings Mone

3

e

(..
System Admin ™ 1 week
Verify Interval 2 weeks
o

Configure Network
4 weeks

Quick Start Verify Schedule [~ Always start verification on | Sunday  ~| at [03:00 ~|
Technical Support

Log Off Save Settings |

Click Execute Verify Utility NOW | to force the selected array verify
utility to run now

Click Stop Verification | to abort active RAID array verification

et D)

The RAID system can optionally be configured to execute one of two array
verification utilities: surface scan or parity scrub. Surface scan verifies that all
data blocks on disk can be read, whereas the parity scrub reads and verifies
both the data and parity information. Parity scrub requires significanthy more
array 1/O time than the lightweight surface scan. Both utilities will correct
(where possible) blocks that cannot be read by using the parity data to
rebuild the missing data onto a remapped block.

Verification can be programmed to run every 1, 2 or 4 weeks, and can
optionally be scheduled to start on a specific day/time. The utility may also be
started or stopped asynchronously using the "Execute Verify Utility NOW" and
"Stop Verification” buttons respectively.

The information displayed is as follows:

Select verify utility to use — Select “surface scan” or “parity scrub” for the next array verify utility. The
selected utility will execute after verify interval has expired. Surface scan uses up very little array 10 time.
Surface scanning will make sure all data blocks on all array disks can be read. Parity scrub takes much
longer and will read all the array data and make sure the parity (redundant) data is intact. Any parity
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inconsistencies will be corrected. Both utilities will correct (where possible) blocks that cannot be read, by
using the parity data to rebuild the missing data onto a remapped block. Only one verify utility can be active
at any one time for performance reasons. Multiple array configurations are verified one at a time. Press
“Save Settings” to implement your choice.

Verify Interval — Use the above settings to set the amount of time between an array verify.

Verify Schedule — Use this to set up a convenient start day and time for verification. For many users,
starting this in a quiet period is best, such as on a Friday night or some other day over the weekend.

Execute verify utility NOW - click this button to run the selected utility immediately.

Stop Verification — click this button to abort the running verification utility.
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System Mode (Failover Settings)

In a dual controller system, there are a number of configurations that can be used depending on whether you
are using switches, multiple host ports and/or host-based multi-pathing software:

Dual Controller Non-Redundant (DCNR)
2-port Active-Active (2PAA)

4-port Active-Active (4PAA)

All Ports All LUNs (APAL)

2PAA - Each controller has one active port (which presents storage volumes), and one passive port (which
does little more than link up to indicate a good fibre link). The host is connected via a fibre switch to both
active and passive ports. If a controller fails, RAID arrays (and their volumes) are moved to the alternate
controller and the surviving passive fibre port assumes the WWPN of the failed active port. The host sees a
fibre port go offline, then come back online. The fibre switch hides the fact that the new port has come from a
different controller. Note that 2PAA does not provide multiple paths to the storage.

4PAA — This is a 4-port version of 2PAA. In 4PAA mode both fibre ports are active at all times on each
controller. Storage volumes are presented to the host from the controller owning the RAID array, via its two
fibre ports. Volumes cannot be mapped across controllers in this mode. If a controller fails, the surviving
controller takes one of its fibre ports offline and brings it back up with the WWPN of one of the failed
controller fibre ports. Note that 4PAA requires multipathing software to handle multiple paths to the storage,
but not to manage failover as this is transparent to the host.

APAL - In APAL mode it is possible to map any volume to one or all fibre ports. Typically a user will map all
volumes to all ports. Nexsan uses ALUA as described in SCSI SPC3 to define “optimized” (RAID array is
owned by this controller) and “non-optimized” (RAID array is owned by the other controller) paths. If a
controller fails, the host will see 2 paths fail, but the remaining controller will provide 2 remaining paths to the
storage. APAL requires host software to handle multipathing and path failure and fail-back.

NOTE - 2PAA and 4PAA modes are not supported for iISCSI connections.
NOTE - For dual-controller systems, the recommended system mode is All Ports All LUNs (APAL). This

mode provides the greatest flexibility and protection. Note that with iSCSI, failover is only supported in All
Ports All LUNs (APAL) mode.

@iorage Manager - [Mexsan RAID 5 e\Favorites\YELLOW SATABeast #1 EE

File Action View Help
e | 2

@ nexsan 4

Home

Rebuild  Verify

RAID Information Config Mode

. Sysem Admin )
System Information System Mode @

Update

Configure RAID

Configure Volumes System Mode

single Controller mode

Dual Controller Non-Redundant mode (DCNR)
2-port Active-Active mode (2 ports active)
4-port Active-Active mode (4 ports active)
Configure Network All Ports All LUNs mode (4 ports active)

Config Host Access

Power Settings

) el el s

D

Quick Start

Save System Mode

Technical Support

Log Off
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Dual Controller Non-Redundant mode (DCNR)

When this mode is selected, array failover will not take place when a controller fails, but aggregate
performance can be improved by using this mode.

Requirements/restrictions:

e Active Ports: 4
e Nodes: 2
e Fibre Switch: Optional
e Host MPIO Support: Optional

Each controller operates as an independent node. Volumes can only be mapped to ports on the owning
controller, and will become inaccessible if the controller fails. Note port names in the table below:

| Controller 0

Fibre Port Name
Fibre Node Name
Fibre Port Name
Fibre Node Name

Fibre - Host 0 \
XX-XX-XX-20-XX-XX-XX-XX

Fibre - Host 1
XX-XX-XX-21-XX-XX-XX-XX

20-XX-XX-XX-XX-XX-XX-XX
Fibre - Host 0 \
XX-XX-XX-22-XX-XX-XX-XX

20-XX-XX-XX-XX-XX-XX-XX
Fibre - Host 1
XX-XX-XX-23-XX-XX-XX-XX

21-XX-XX-XX-XX-XX-XX-XX 21-XX-XX-XX-XX-XX-XX-XX

2-port Active-Active (2PAA)

When this mode is selected volumes will be presented on one host port, a controller failure will result in the
volumes being presented on the passive port on the other controller. This mode has no requirement for path
failure software on the host. Note that both passive and active ports must be connected to the host system.

Requirements/restrictions:

e Active Ports: 2

e Nodes: 2

o Fibre Switch: Required
e Host MPIO Support: No

In this mode, each controller operates as an independent node. Volumes can only be mapped to 1 port on
the owning controller. Port 0 on both controllers should be connected to a common fibre zone. Similarly, port
1 on both controllers should be connected to a common fibre zone. If a controller fails, the passive port on
the surviving controller takes on the WWPN and WWNN of the failed port, allowing host I/O to continue.

Normal operation (passive ports are greyed out):

Controller 0 Fibre - Host 0 Fibre - Host 1

Fibre Port Name

XX-XX-XX=20-XX-XX-XX-XX

XX-XX-XX-21-XX-XX-XX-XX

Fibre Node Name

Fibre Port Name

20-XX-XX-XX-XX-XX-XX-XX

XX-XX-XX=22-XX-XX-XX-XX

20-XX-XX-XX-XX-XX-XX-XX

Controller 1 Fibre - Host 0 Fibre - Host 1

XX-XX-XX-23-XX-XX-XX-XX

Fibre Node Name

21-XX-XX-XX-XX-XX-XX-XX

21-XX-XX-XX-XX-XX-XX-XX
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After failover (e.g. controller O failed) - PortO on controller 0 has moved to Portl on controller 1.

Controller 0 \ Fibre - Host 0

Fibre - Host 1

(FAILED)
Fibre - Host 1
Fibre Port Name XX-XX-XX-20-XX-XX-XX-XX XX-XX-XX-23-XX-XX-XX-XX
Fibre Node Name 20-XX-XX-XX-XX-XX-XX-XX 21-XX-XX-XX-XX-XX-XX-XX

4-port Active-Active (4PAA)

When this mode is selected, volumes will be presented on both host ports. A controller failure will result in
the volumes from the failed controller being presented on one of the ports on the other controller. This mode

will present two paths to the configured volumes, so your host must have software to cope with a path failure
for this mode to be used correctly.

Requirements/restrictions:

e Active Ports: 4
¢ Nodes: 2
o Fibre Switch: Required

Host MPIO Support: Required

In this mode, each controller operates as an independent node. Volumes are mapped to both ports on the
owning controller. Port 0 on both controllers should be connected to a common fibre zone. Similarly, port 1
on both controllers should be connected to a common fibre zone.

If a controller fails, one of the ports on the surviving controller takes on the WWPN and WWNN of one of the

failed ports, allowing host I/O to continue. (If controller O fails, this will be controller 1 port O; if controller 1
fails, this will be controller O port 1).
Normal operation:

Controller 0 \ Fibre - Host 0 Fibre - Host 1

Fibre Port Name XX-XX-XX-20-XX-XX-XX-XX XX-XX-XX-21-XX-XX-XX-XX
Fibre Node Name 20-XX-XX-XX-XX-XX-XX-XX 20-XX-XX-XX-XX-XX-XX-XX
Fibre Port Name XX-XX-XX-22-XX-XX-XX-XX XX-XX-XX-23-XX-XX-XX-XX
Fibre Node Name 21-XX-XX-XX-XX-XX-XX-XX 21-XX-XX-XX-XX-XX-XX-XX

After failover (e.g. controller O failed):

Controller 0 | Fibre - Host O Fibre - Host 1

(FAILED)
Fibre - Host 1
Fibre Port Name XX-XX-XX-20-XX-XX-XX-XX XX-XX-XX-23-XX-XX-XX-XX
Fibre Node Name 20-XX-XX-XX-XX-XX-XX-XX 21-XX-XX-XX-XX-XX-XX-XX
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All Ports All LUNs (APAL)

When this mode is selected, volumes can be mapped on all host ports on both controllers. A controller failure
will result in volumes mapped exclusively to ports on that controller becoming inaccessible. This mode can

present up to four paths to the configured volumes; your host must have software to cope with a path failure
for this mode to be used correctly.

Requirements/restrictions:

e Active Ports: 4

e Nodes: 1

e Fibre Switch: Optional
[ )

Host MPIO Support: Required

In this mode, the entire system operates as a single node. Volumes can be mapped individually to any/all
ports on both controllers.

When a controller fails, the ports on that controller become inaccessible. However, if the volumes are
mapped through the other controller also, they will remain accessible to the host. The WWPN and WWNN of
the ports do not change.

Normal operation:

Controller 0 | Fibre - Host 0 Fibre - Host 1

Fibre Port Name XX-XX-XX-20-XX-XX-XX-XX XX-XX-XX-21-XX-XX-XX-XX
Fibre Node Name 20-XX-XX-XX-XX-XX-XX-XX 20-XX-XX-XX-XX-XX-XX-XX
Fibre Port Name XX-XX-XX-22-XX-XX-XX-XX XX-XX-XX-23-XX-XX-XX-XX
Fibre Node Name 20-XX-XX-XX-XX-XX-XX-XX 20-XX-XX-XX-XX-XX-XX-XX

After failover (e.g. controller O failed):

Controller 0 \ Fibre - Host 0

(FAILED)
Controller 1 \ Fibre - Host O Fibre - Host 1
Fibre Port Name XX-XX-XX-22-XX-XX-XX-XX XX-XX-XX-23-XX-XX-XX-XX

Fibre Node Name 20-XX-XX-XX-XX-XX-XX-XX 20-XX-XX-XX-XX-XX-XX-XX

Fibre - Host 1
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Settings
You can download or upload a settings file from/to the unit that contains the setup information.

The settings file will be automatically installed after a successful upload. Make sure you have selected the
correct file, and note that some of the installed settings will only take effect after a system restart.

The settings file can be manually changed. Therefore, depending on the contents of the “settings” file, the
network IP address and other network settings may be changed, if the network settings are not correct this
may result in the web GUI not being accessible. Check all network address settings before restarting.

torage Manager - [Nexsan R SATABeast #1
File Action View Help

= >mH=

Home

RAID Information C g I e .
System Admin

System Information Download & Upload System Settings ®

Configure RAID

ook el Click the below link to download controller settings from the RAID system

Config Host Access
‘ Click to download controller settings

Power Settings

System Admin

Upload a 'settings’ file to the RAID system

Configure Network

Quick Start Select file: | Browse | Clear Selection |

Technical Support " Advanced debugging mode

Log Off
Verify Settings File | Upload And Install Settings

Helg®

The settings file will be automatically installed after a successful upload, make
sure you have selected the correct file, some of the installed settings will only
take effect after a system restart.

The settings file can be manually changed. You are strongly advised to verify
the settings file {which validates the file and settings without modifying
system configuration) first. The 'Advanced debugging mode' provides more
detailed debug information. Depending on the contents of the 'settings' file the
network IP address and other network settings may be changed, if the
network settings are not correct this may result in the web GUI not being
accessible. Check all network address settings before restarting.
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Update Firmware

From time to time Nexsan will release new firmware to introduce new features and/or to solve firmware
related issues. The firmware is released as an image file (often zipped) and it must be unzipped if necessary
and uploaded to the storage unit. Once uploaded, it resides on a PROM (Programmable Read Only Memory)
chip located on the controller.

The Update Firmware page is the recommended mechanism to change the unit’s firmware. Simply use the
browse button to locate the (unzipped) file on your local PC, and then press the “Upload Firmware” button.
Unless you are in an active-active mode and plan to use rolling restarts, firmware uploads must be done
when there is no host activity and all data has been flushed to disk.

[ torage Manager - [Nexsan RAID Storage'\Favor

File Action View Help
== H

'9“@’{53’:‘!!" _ . </ ALLOK

Home

RO (R a— y 5 PN Update
RAID Information - Config de S Firmware
System Information System
Update Firmware

Configure RAID

ook el Select the firmware file to be uploaded to the RAID system

Config Host Access The firmware may take several minutes to be sent over the network - you will see NO
response from your browser while this is happening. Once the firmware has been
transferred to the RAID system, the ROM update will start automatically. Whilst the
System Admin update is running you will see a progress screen on the GUIL

Power Settings

Ganiigura Habuok DO NOT SWITCH THE RAID SYSTEM OFF UNTIL YOU ARE
Quick Start SURE THAT THE FIRMWARE UPDATE HAS FINISHED

Technical Support
Once the update has finished successfully, it is safe to switch the RAID system off and

Log Off restart with the updated firmware. A system restart is required for the uploaded
firmware to take effect.

If in any doubt DO NOT switch the RAID system off and contact a technical support
representative.

Select file: Browse. .. |

Clear File Selection |

Upload Firmware |

NOTE — Web-GUI management will only be available through Ethernet port 0. Ensure that Net O port is
connected and configured. Also, with firmware xx60 and above, a dual controller system will automatically
update both controllers.

Once the upgrade process is started, the GUI will display a progress bar. When it reaches 100%, the
controller upload process is complete See below:
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This system is currently updating firmware

| DO NOT switch this sstem off

When the firmware update has finished you will then be granted access to the GUI, after returning to the GUI
double check the microcode updated status by checking the event log for the 'Microcode Updated OK'
message. If this message is NOT found at the top of the event log DO NOT switch this system off, contact

technical support.

rbr
br

Current progress : 0%

When the firmware upload has completed, the following page is displayed:

This system is currently updating firmware

| DO NOT switch this sstem off

When the firmware update has finished you will then be granted access to the GUI, after returning to the GUL
double check the microcode updated status by checking the event log for the 'Microcode Updated OK®
message. If this message is NOT found at the top of the event log DO NOT switch this system off, contact

nical support.

vill need to clide the n' button

Firmware update finished, status - "Microcode Updated OK

Fieturn To GUI

The system will need to be restarted for the firmware update to take effect

A reboot is then needed to run the new firmware — see “Reboot”.

There are various ways to reboot, but using the rolling restart feature is recommended if the unit is live and
running in active-active mode.

The sequence of steps to perform an on-line firmware upgrade using the rolling restart feature is as follows:

e Ensure both controllers are up and running.

o Upload firmware to either controller (not both). The ROMs on both controllers are automatically
updated with the new firmware, but nothing else changes at this point. The uploaded firmware
version will appear on the Reboot page and the System Information page.

e Select Rolling Restart on the Reboot page and click “Execute NOW?” to begin the process.

e The slave controller (normally Controller 1 after a cold boot) stops both of its fibre interfaces and
flushes its write cache. When the flush is complete, the slave’s arrays and WWN are failed over to
the master and host I/O resumes. Host I/O to the master's WWN is maintained throughout this
process.

e The slave controller reboots and performs its local initialization, using the new firmware.

e The master controller stops its fibre interfaces and flushes its write cache. When the flush is
complete the controller is killed, and the other controller becomes the new master. During this
period, all host I/0O to both WWNSs is suspended.

e The new master completes its start-up, and immediately services all host I/O to both WWNSs to
resume.

e The new slave then reboots and performs its local initialization, using the new firmware. The new
master synchronises information about the current system state to the new slave.

e The new master then stops the failed-over fibre interface, flushes any write data for failed over
arrays, and allows the new slave to enable its fibre ports.

e The system is now fully rebooted and running the new firmware, with all arrays on their default
controllers.
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Configure Network

Network Settings

This page displays all the current settings for the network ports, and lets the user change any parameter.

File Action View Help

«= 2= HE

MNetwork
Settings

Configure Network
Configure Network Settings

@

Controllero | _____ Neto | _____ Neti |

Current status

Port Settings
Hostname
D Assign IP address

Static IP address
Subnet mask
Gateway
Primary DNS
Secondary DNS

@ 1Gbit Full Duplex

@ 1Gbit Full Duplex

|Auto Speed, Auto Duplex j
¥ Use Jumbo Ethernet Frames

|Aut0 Speed, Auto Duplex j
¥ Use Jumbo Ethernet Frames

|SATABeast-07008086-0

" Use DHCP
¥ Use Static IP:

|SATABeast-07008086-0

" Use DHCP
* Use Static IP:

[172.16.8.192

[17216.7.192

|255.255.0.0

255.255.0.0

[17216.11

[17218.1.11

Iujn_'aj:

[172.16.1.15

|-:n,'a::

Controller1 [ _____ Neto | _____ Neti

Current status

Port Settings
Hostname
Assign IP address

Static IP address
Subnet mask
Gateway
Primary DNS
Secondary DNS

Save Configuration

@ 1Gbit Full Duplex

@ 1Gbit Full Duplex

IAuto Speed, Auto Duplex j

¥ Use Jumbo Ethernet Frames

IAuto Speed, Auto Duplex j

¥ Use Jumbo Ethernet Frames

|SATABeast-07008086-1

" Use DHCP
" Use Static IP:

|SATABeast-07008086-1

" Use DHCP
' Use Static IP:

[17216.8.193

[17216.7.193

|255.255.0.0

255 255.0.0

[172.16.1.1

[17216.1.11

Iujn_'a}

[172.16.1.15

Save & Apply Changes

||jn_'a}

| Reset |

NOTE - On the page shown above and throughout the system, the “Net 0” port must be used for the GUI.
iISCSI capability is however available on both network ports.
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The information displayed is as follows:
Current Status — This reflects current port settings.

Port Settings — Decide if you wish to use auto-negotiation or if this is not fully supported on your LAN
switch, you can force various speeds and duplex modes.

Hostname — Enter a hostname for the controller if the default values are not acceptable.

Assign IP address — First select whether to use DHCP (Dynamic Host Configuration Protocol) or to
manually set the IP addresses. Use the radio buttons to select the desired option. If you select DHCP then
no further configuration is needed. If DHCP is selected it is recommended that a static IP address is
configured on your DHCP server for storage products. Assuming you have chosen to set up the network
manually, enter an unused IP address into the text box. The IP address that you already have may be fine.
Static IP Address — If you do not use DHCP, you must enter a valid IP address.

Subnet mask — Set the subnet mask that fits the class of your network. In most cases 255.255.255.0 is
acceptable. Type the new subnet mask into the text box.

Gateway — Type the IP address of your default gateway into this text box.

Primary/Secondary DNS — Type the IP addresses of both your Primary and Secondary DNS into the
respective text boxes, DNS settings are only needed if you enter a domain name for your email server.

Repeat this process for each port on each controller.
After making changes to any of the above settings click the “Save Configuration” button — the settings will be

implemented on the next reboot. To make the changes take effect without a reboot, click the “Save & Apply
Changes” button.
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E-Alerts

The storage unit has the capability of sending an email to specified email addresses in the event of a
warning condition, an error condition or any new event.

The unit’s firmware continually monitors the overall health of the system including RAID array status,
environmental status, PSU and blower status. Any problems detected will result in an event log entry and the
potential sending of an E-alert and / or a SNMP trap depending on the configuration.

torage Manager - [Nexsan R SATABeast #!
File Action View Help

«= 7= Hm

Home

RAID Information

Configure Network
E - Alert Settings

System Information

Configure RAID

e E - Alert Configuration

Sender email address Inexsanstore@example.com

Config Host Access

T — SMTP email server Ismtp.example.com

Recipient email address

Syt rea d oo 1 Istorageadmin@example.com

Configure Network » Recipient email address I

Quick Start Recipient email address I
3
Recipient email address I
Log Off 4
RAID system friendly
name

Technical Support

IYELLOW SATABeast#1

When to send |D0 not send email alarms

Send automatic status -
. IDlsabIed vl
emails

Status email formatting ISend as MIME attachmentj

Save E - Alert Settings | Reset |

Test E - Alert Settings

Send TestEmail Now | to storageadmin@example.com

Current emailer status Email send queue is empty (Error: unable to resoclve mail-server)

Clear Email Queue |

| Al queued emails will be deleted / lost.
-

There are four types of events generated by the unit. The “when to send” setting will determine what events
are sent as E-Alerts.

Information events, these are purely for user information, for example showing disk details when the unit is
powered up.
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System events, these are similar to information events yet may be of less use to a user and are normally
generated from low level system operations, for example showing fibre port status.

Warning events, these are problems that a user needs to be aware of that may indicate an imminent
problem or a failure. Warning events are unlikely to compromise data availability, for example changing of
the IP address assigned by DHCP.

Error events, these are serious problems that will most likely require user intervention and may indicate your
data is at risk, for example a failed disk.

The information displayed is as follows:

Sender email address — is the email address of the sender that the unit uses. You may consider using
Alert@yourdomain.com or storage_status@yourdomain.com. To set the sender, type the address into the
text box. You may want to have a unique sender address for each storage unit.

SMTP email server —is the IP address or name of your mail server. You can only type the name of your
mail server (i.e. mail.mydomain.com) if you have DNS correctly set up either manually or via DHCP. If DNS
has not been configured then you will have to enter the IP address of your email server, since there would no
means to resolve the name into an IP address. Enter the value into the supplied text box.

Recipient email address1, 2, 3, 4 — these are the email addresses that the unit should send email to.
These would typically be addresses of system administrators. Type the recipient email addresses into the
text boxes. Each text box has a maximum character space of 64 characters. If you have more than 4 email
addresses that need to receive E-Alerts then this can be achieved by separating the email addresses with a
semicolon.

RAID system friendly name — is an easy way to determine the location of the unit that has sent email. This
feature is mainly useful for users with many systems, this can be set to a name that relates to the location or
use of the uniti.e. Serverl RAID. Type the desired value into the text box.

When to send — decides under what circumstances an email should be sent. There are four possible
options. “Don’t send Email alarms” will not send any emails, this option is only recommended for users who
do not wish to receive any emails from the unit and will be able to hear audible alarm should a problem
occur. “Send Email alarms for errors only” will send an email only when errors occur. This setting is suitable
for most users. “Send Email alarms for warnings and errors” will send email when warnings or errors occur;
this is ideal for expert users. “Send Email alarms for all events” will send email when any new event is put
into the event log, this option can generate a lot of emails yet is ideal for users that want to monitor the unit
closely. Use the drop down menu to choose the desired option.

Send automatic status emails — use the pull down menu to configure how often the unit should send a
status email, this email contains a summary of the system status and lets a user know the unit is up and
running. When set to “Disabled” no status emails will be sent.

Status email formatting — determines whether the event log is sent as an attachment, or is embedded as a
plain-text email.

Save E-Alert Settings — When you have completed the setup, click this button. You may reload this page
and use the “Send test email now” to check that the configuration works.

Reset - If you think the settings you have entered are wrong, and you haven'’t yet saved the settings, this
button can be used to revert to the previous settings.

Send Test Email Now button — use this to test your email settings, by clicking this button a test email will be
generated and sent, if there is a problem with your email or network configuration the email will be queued
and not sent.

Current emailer status — this shows if any emails in the email queue are waiting to be sent. Emails are
gueued up in memory to ensure they are always sent even if your network or email server is busy or not
available. A status of “ready” indicates that all emails have been sent.
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SNMP and SYSLOG Settings

The unit is capable of sending SNMP traps to a SNMP Network Management Station. Messages can also be
sent to a SYSLOG server. Both of these mechanisms can be used to warn of, and record certain system
events.

CAUTION — SNMP and SYSLOG both use UDP messaging which does not have guaranteed delivery. You
may miss critical messages concerning the storage unit.

NOTE — For SNMP trap receivers, you will have to parse the trap MIB (Management Information Base) into
your application. At the bottom of the page, in the Help section, you can download the MIB for SNMP V1 and
V2c¢, by clicking on the link. Also, note that only Traps are available under SNMP — there is no general SNMP
management capability in the unit.

File Action View Help

&= 77| HD

SNMP
Syslog

Configure Network
SNMP/SYSLOG Settings

SNMP Configuration

SNMP server IP address 1 INotCtmﬁgured

Powsrssattings SNMP server IP address 2 |N0tConﬁgured

Community string |pub|ic
o) £m Admin

Trap version * SNMPvL " SNMPw2c
When to send SNMP traps IDo notsend SNMP traps ;I

SYSLOG Configuration

SYSLOG server IP address I

Configure Network »

SYSLOG server UDP Port 514

SYSLOG facility [LocaLo ~

When to send SYSLOG messages | Send SYSLOG messages for all events

Save Setftings | Resetl

Test SYSLOG/SNMP

Test String: |Teststring TestSNMP |  TestSYSLOG |
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The information displayed is as follows:

SNMP server IP address - this should be set to the IP address of the remote management station that will
receive SNMP traps.

Community string — this must be set to the community string that your network management station is
expecting to receive. This is often set to “public”.

Trap version — select the trap version according to what version of trap your network management station is
capable of receiving.

When to send a SNMP trap — select under what conditions the unit will send an SNMP trap. The choices
are:

Never send a trap

For errors

For warnings

For all events

SYSLOG server IP address — this should be set to the IP address of the remote management station that
will receive SYSLOG events.

SYSLOG server UDP port — this is normally UDP port 514. If your server is listening on a different port, use
that port number instead.

SYSLOG Facility — SYSLOG Facility is one information field associated with a SYSLOG message. It is
defined by the SYSLOG protocol. It is meant to show from what part of a system the message originated
from. Under UNIX, there are facilities like KERN (the OS kernel itself), LPD (the line printer daemon) and so
on. There are also the LOCAL_0 to LOCAL_7 facilities, which were traditionally reserved for administrator
and application use. Select one of these.

When to send a SYSLOG messages — select under what conditions the unit will send a SYSLOG message.
The choices are:

Never send a trap

For errors

For warnings

For all events

To send a test trap enter a test string into “test string” text box, then click the “Test SNMP” button.

To send a test SYSLOG message enter a test string into “test string” text box, then click the “Test SYSLOG”
button.
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Date and Time Settings

The storage unit has a real time clock. It is important to set the Date and Time so that new events and emails
show the correct time. From the main menu click on the “Configure Network” menu item, click the tab
marked “Date + Time” to see the following page:

File Action View Help

&= 2w HE

Configure Networ
Configure Time and Date

Time and Date Configuration

Time entered in "hh:mm:ss' |13:43:39
format

Power Settings Date I? j / IDecj /! Imj

Timezone relative to GMT (GMT
GMT -
offset)
Configure Network » |129-5-15-23 ‘I # Use IP address from list
Time server IP address to use for
auto time and date configure I

o) 2m Admin

" Use entered IP address

Time server protocol  Daytime * SNTP

Time server time and date
format

Set system time and date by the r

time server every 24 hours
Save Settings |
Attempt to configure system time and date automatically {contact time server
now)

Contact Time Server To Auto Configure Time And Date |

Retrieve Time Server Data

Data retrieved from contacting

Ty = p—— No data retrieved

There are two ways to set a Date and Time, either manually or automatically:

To Set the Time and Date Manually:

e Time entered in ‘hh:mm:ss’ format — input the time into this field in the specified format. Please
note that the time entered will not increase; the time you type in will only be used from the time you
click the “Save Settings” button, not from when you typed it.

e Date — entered via the dropdown selections.

e Time zone relative to GMT (GMT offset) — use the drop down menu to select the time zone.
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When you have made these changes click the “Save Settings” button.

To Set the Time and Date Automatically:

e Set system time and date by the timer server every 24 hours — check the tick box if you wish the
time and date to be set by the configured daytime server every 24 hours.

e Time server IP address to use for auto time and date configure — allows you to select a
predefined time server from the drop down menu or a custom time server for automatic time and
date configuration. Use the radio buttons to decide which mode to use. You must specify the
address of a time server to get automatic time updates.

e Time server time and date format — is a drop down menu that allows you to select the format of the
data that will be received from the daytime server. Choose this carefully as many time servers use
different settings. If you are unsure of the time format your daytime server is sending click “Retrieve
Daytime Server Data”, below this button you will see the data the daytime server sent. Select from
the pull down menu the format that matches this data.

When you have made these changes click the “Save Settings” button.
Supported daytime server formats may be seen on the Help section at the lower section of the page.

Note that the system IP address and gateway IP address must be configured correctly before a daytime
server can be successfully contacted. Two time-setting protocols are supported — Daytime and Simple
Network Time Protocol (SNTP). Both function in a similar manner — retrieving the current time from a remote
server. Daytime (RFC867) is a TCP protocol (tcp/13) whereas SNTP is UDP-based (udp/123).

Under the daytime system, when the time server IP address source is from the static list you will be forced to
use NIST time and date format, if you select to use a manually entered IP address then you will be able to
select the time and date format from the pull down menu. Note that you need to know what time and date
format your daytime server is using before selecting from this menu, do this by clicking the “Retrieve Daytime
Server Data” button to see the data returned from your daytime server. From this data you should be able to
select the appropriate format from the pull down menu. If the format is incorrect then the system time will
most likely not be set due to out of range time or date values.

Under SNTP, the packet format is fixed, and so the server format is ignored.
The GMT offset must be configured correctly in order for the system time and date to be set correctly by

contacting a timeserver, the GMT offset is set manually and must be altered manually inline with daylight
saving hours.

Software Manual 2.2 for xr66 and above — December 2009
124



Security Settings

The storage unit offers two levels of security, User and Administrator. The USER account allows you to
browse information pages and check on the general status of the product. The ADMIN access allows you to
make configuration changes. By default the password login for ADMIN is turned off. The default password
for USER and ADMIN is PASSWORD. The default password and usernames must be entered in
UPPERCASE.

WARNING: RESETTING TO FACTORY DEFAULTS WILL RESET THE PASSWORDS.

[+ torage Manager - [Nexsan R SATABeast %
File Action View Help

&= | 2w HE

Home

RAID Information 3 o Time Settings
Configure Network

f -
System Information Password Configuration

Configure RAID

configure Volumes Administrator access

Current "ADMIN' login password Security disabled - login password NOT
Config Host Access requirement required
Power Settings Change 'ADMIN' login password " Required
requirement to # NOT Required

System Admin . .
Login user name is fixed to ADMIN

Configure Network » New Password | MNot Required -

Quick Start Confirm password | Mot Required -

Technical Support
Log OFff SetADMIN Password |

Current 'USER' login password Security disabled - login password NOT
requirement required

Change '"USER' login password  Required
requirement to ¥ NOT Required
Login user name is fixed to USER

New Password | Mot Required -

Confirm password | Mot Required -

Set USER Password |

Current host trust setting Limited
 None

" Read-only
& Limited
 Full

Change host trust setting to

SetHost Trust Setting
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The information displayed is as follows:
Current ‘ADMIN/USER’ login password requirement — displays whether security is enabled or not.

Change ‘ADMIN/USER’ login password requirement to — selects the security mode for either the ADMIN
or USER account. Use the radio buttons to select the desired mode.

Login user name is fixed to — Both the USER and ADMIN user names are fixed and cannot be altered.
Password — type a new password in to this text box.
Confirm password — re-enter the new password to confirm password change.

When you have entered the new USER/ADMIN settings press the relevant set button. Only alter one user at
atime.
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SSL Configuration

Secure Socket Layer (SSL) is a means to encrypt and authenticate sessions between your browser and the
target web server. It is commonly used to enable secure credit card transactions with online stores.

=4 Storage g I

File Action View Help

&= 77| HD

Configure Network
SSL Configuration

SSL status Dynamic {' Download Nexsan root certificate )

 HTTP only
" HTTPS only
" HTTPS and HTTP

Configure Network »

0 Configure Certificate and Key (Advanced)
' Dynamic certificate

 Dynamic certificate inherited from uploaded CA root

Certificate Browse... | Keyl Browse...

" Use uploaded certificate and key
Controller 0 :

[ Browse.._|
Certificate | Browse... | Key | Browse.. |
[ Browse.._|

Controller 1 :

Certiﬁcatel Browse... | Keyl Browse...

Save Configuration I Reset |
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The information displayed is as follows:

SSL status - shows the current SSL configuration, any certificate problems and a download link for the
current root CA certificate when applicable. To avoid your browser indicating certificate errors when using an
HTTPS connection you should download the root CA certificate and add it to your browser’s trusted
certificate store.

SSL mode - this setting selects what type of browser connection is allowed to the RAID system. “HTTP only”
closes network port 443 which disables SSL or HTTPS connections. “HTTPS only” enables SSL and
disables HTTP connections, port 80 remains open and any HTTP requests will be automatically redirected to
HTTPS. “HTTPS and HTTP” allows either HTTPS or HTTP connections.

Configure Certificate and Key - allows custom configuration of the SSL certificate and key, there are 3
modes available as follows.

o Dynamic certificate is the default mode, the SSL key and certificate is automatically generated at
startup and signed with the Nexsan default root CA certificate. The common name (CN) is set to the
IP address of the RAID controller to prevent browser warnings. When the Nexsan root CA certificate
is downloaded and installed in your browser’s trusted certificate store you should not see any
certificate warnings from your browser when using HTTPS.

e Dynamic certificate inherited from uploaded CA root will automatically generate the SSL key and
certificate at startup and sign it with the uploaded CA certificate. To switch to this mode you must
provide and select files for the CA certificate and SSL key. The files must be in either PEM or DER
format. You can create and use your own CA certificate if required, although if you do this you must
install your CA certificate as a trusted certificate in your browser to avoid certificate warnings. The
common name is set to the IP address of the RAID controller, other certificate fields will be copied or
inherited from the uploaded CA certificate. When using dual controllers the uploaded CA certificate is
copied and used by both controllers.

e Use uploaded certificate and key will use whatever certificate and key data is uploaded (PEM or
DER format only) providing the data is a valid certificate and key. When using dual controllers you
must provide files for each controller, this is so the common name (CN) can be correctly configured
in the uploaded certificate.

When using your own certificate and key make sure you keep the key in a secure location to avoid your SSL
connection being compromised.
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GUI Settings

The GUI settings page allows you to make global appearance and operational changes to the GUI.

o 50 e S

Ifj? Storage Manager - [Nexsan RAID Storage\Favorites\YELLOW SATABeast #1]
File Action View Help

&= 2w HE

Home

GUI

Settings

Configure Network ®
GUI Settings

RAID Information

System Information

Configure RAID

Configure Volumes . Guisettings

Enable GUI enhancements (requires

m

Config Host Access Javascript) [
Power Settings Enable persistent tooltips (requires r
) Javascript)
System Admin Minimize page scrolling by using r
Configure Network » submenus where appropriate m
i Minimize page scrolling by showing less

Quick start information r

Technical Support Highlight array text using different colors

Log OFf * Mega bytes (MB)

" Giga bytes (GB)

" Percentage of array size (%)
" Binary Mega bytes (MiB)

" Binary Giga bytes (GiB)
Enabled W , Auto refresh time |3U
seconds

Save Settings |

Select the units you wish to use for
volume size and free space entry

Web page auto refresh (10 to 120 secs)

The information displayed is as follows:

Enable JavaScript GUI enhancements — JavaScript has been used in some of the html pages to improve
the operation and look of the GUI. Should this script cause problems for your browser this option can be
switched off so only standard html is used. If this page cannot be loaded using the normal login process then
it can be reached directly by typing “<IPaddress>/admin/guiprefs.asp” into your browser, once this page is
shown the JavaScript enhancements can be switched off and then login re-attempted.

Enable persistent tooltips — When this option is enabled, a tooltip-style popup box showing additional
information will appear when the mouse cursor is placed over an icon. This option requires JavaScript to be
enabled.

Minimize page scrolling by using submenus where appropriate — Use this option to show a summary
submenu which will reduce the need to scroll.

Minimize page scrolling by showing less information — Use this option to reduce the amount of
information shown in order to reduce the need to scroll. Only the essential information will be shown with this
option set.

Highlight array text using different colours — Using this option will show different colours for different
array numbers to aid visual identification of array members.
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Select the units you wish to use for volume size and free space entry — Use this function to change the
units (e.g. megabytes or gigabytes) that you enter to create a new volume, reserve free space and expand a
volume.

Web page auto refresh (10 to 120 secs) — For the current status information to be displayed, web pages
must be re-requested by your browser. This can be done manually by re-clicking the link to the web page or
automatically by your browser. Enabling auto refresh will only affect the status pages of this interface. These
pages will be requested automatically according to the time interval you configure.

Click the “Save Settings” button to save your configuration.
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QuickStart

Basic View

QuickStart is a quick and easy way to set up the storage attributes of the product. If your system has no
arrays present, QuickStart is a good way to get started.

From the GUI home page click on “QuickStart” from the left frame. The main page will then display the Basic
QuickStart configuration — see below.

[ torage Manager - [Nexsan RAID Ste

File Action View Help

L e ARl ? Wi

Home

Quick Start ®
Configure RAID System

| WARNING: Quickstart will delete all data on this system

e satings SATA Quickstart Options (42 disks found)

System Admin Number of arrays |4 :I'
Configure Network Select RAID level |FU—\ID 5 (rotating parity) j

Quick Start Number of pool spares
Number of volumes per array

Limit volume size to less than 2TB

Next=> |

Help®

Quickstart reconfigures the RAID system, removing any existing RAID arrays and
volumes, and creating new arrays and volumes according to the options above.

!l Quickstart will delete all existing arrays and volumes, even if they
match the quickstart target configuration.

Quickstart will automatically adjust the number of disks for each array depending
on the number of available disks. A preview of the final configuration will be
shown before the changes are committed.

QuickStart will automatically create a number of RAID arrays and up to 10 volumes per array, depending
storage model and the setting selected. If you are using many high capacity disks, it may be the case that
you end up with more LUNs than expected, as the maximum LUN size is 2.2TB by default. If your hosts
support LUNs over 2.2TB uncheck “Limit volume size to less than 2TB” checkbox. All volumes are mapped
to both fibre host ports.

Select the configuration that is most applicable to you. If none of the options fit what you want to achieve,
you should consult the sections “Configure RAID” and “Configure Volumes” in this manual.

Software Manual 2.2 for xr66 and above — December 2009
131



Once you have made your selection, press next and the following page will show a confirmation page of your
choices:

File Action View Help

&= | = HE

Quick Start ®
Configure RAID System

I WARNING: Quickstart will delete all data on this system

New Configuration Preview

__Array | Capacity | Level | Swipe [ Owner |  Members
10 (Disks 1, 2, 3, 4,

Array #1 22499 CGBE RAID S 128 Kbytes Controller O 5.6,7 9 11, 13)
10 (Disks 8, 10, 12,
128 Kbytes Controller 1114, 15, 16, 17, 19,

21,270

10 (Disks 18, 20,
128 Kbytes Controller 022, 24, 26, 28, 29,

31, 35,37

9 (Disks 30, 32, 34,
128 Kbytes Controller 136, 38, 39, 40, 41,

42

m

Array #2 22499 CB RAID 5

Array #3 (22499 CB RAID S

Array #4 19999 CB RAID 5

LUN Mapping

Volume #1 2199.0 CB |Array #1
Volume #2 50.9 CGB Array #1
Volume #3 2199.0 GB Array #2
Volume #4 50.9 GB Array #2
Volume #5 2199.0 GB Array #3
Volume #6 50.9 GB Array #3
Volume #7 19999 CB | Array #4

Controller 0, Fibre - Host 0, LUN 0
Controller O, Fibre - Host 0, LUN 1
Controller 1, Fibre - Host 1, LUN 0
Controller 1, Fibre - Host 1, LUN 1
Controller 0, Fibre - Host 0, LUN 2
Controller 0, Fibre - Host 0, LUN 3
Controller 1, Fibre - Host 1, LUN 2

|
Pool Spares 2 pool spares will be added (Disks 25, 23)

Hosts will have full access to volumes by default
Wolumes will be accessible immediately, but performance
will be degraded until array verification is complete

Volume Access

The QuickStart process will automatically change any settings that are not already configured correctly.
There is no need to change anything before starting the process.
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If the choices are correct, tick the checkbox and press the “QuickStart” button, which can be seen by
scrolling to the bottom of the page:

File Action View Help

&= | = HE

1U \LISRS 10, 24,

Array #3 (22499 CE |RAID 5 128 Kbytes Controller 022, 24, 26, 28, 29,
31, 35, 30

9 (Disks 30, 32, 34,
Array #4 19999 CB RAID 5 128 Kbytes |Controller 136, 38, 39, 40, 41,
42)

LUN Mapping

Volume #1 2199.0 CB Array #1 Controller O, Fibre - Host 0, LUN O
Volume #2 509 CB Array #1 Controller 0, Fibre - Host 0, LUN 1
Volume #3 2199.0 GB Array #2 Controller 1, Fibre - Host 1, LUN 0
Volume #4 50.9 GB Array #2 Controller 1, Fibre - Host 1, LUN 1
Volume #5 2199.0 GB |Array #3 Controller 0, Fibre - Host 0, LUN 2
Volume #6 50.9 GB Array #3 Controller 0, Fibre - Host 0, LUN 3
Volume #7 19999 CB  Array #4 Controller 1, Fibre - Host 1, LUN 2

Pool Spares 2 pool spares will be added (Disks 25, 23)

Hosts will hawve full access to volumes by default
Volume Access Volumes will be accessible immediately, but performance
will be degraded until array verification is complete

Check this checkbox to confirm

-

Quickstart |

HE|E®

Review all settings abowe, and then confirm by clicking the checkbox and
clicking the 'Quickstart’ button. The RAID system will then be configured
according to the information above. Creating new arrays will take several
hours.

! Note that all existing arrays and volumes will be deleted.

CAUTION: “QUICKSTART” WILL ERASE ALL USER DATA STORED ON THE PRODUCT; THIS DATA
CANNOT BE RECOVERED.
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A final warning will appear to ensure that you are aware that any current data will be destroyed.

73 Storage Manager - [Nexsan RAID Storage\Favorites\SATABeast

File Action View Help
= 5m|

This system already has at least one

configured array and volume
WARNING - by confirming all stored data
will be erased!

. Confirm by clicking the checkbox and then clicking ‘Confirm
Quickstart Configure', or Cancel by clicking "CANCEL Quickstart'.
Quick Start » I |

Technical Si t
echnical Suppor Confirm Quickstart Configure
R
CAMNCEL Quickstart

Again, click the tick box and click “Confirm QuickStart Configure” to continue or click the “CANCEL
QuickStart” button to cancel. The QuickStart operation may take several hours to construct the array data.
You can check on the progress of this in the progress page. Using the Main Menu on the left side of the
page, click on “RAID Information” and click on the “Progress” tab from the top of the main page. See
“Progress” in this manual. When the progress bar reaches 100% the array is ready to be used.
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Expert View

If you click on the “Expert” tab, more options will appear on the QuickStart page.

File Action View Help

=77 HD

Quick Start
Configure RAID System

| WARNING: Quickstart will delete all data on this system

SATA Quickstart Options (42 disks found)

Number of arrays

Select RAID level IRAID 5 (rotating parity) j

Number of pool spares
Number of volumes per array

Limit volume size to less than 2TB

Select stripe size |128 Kbytes 'I

Select host connection type |Fibre (multi-path) j

Select default host access IReaderite 'l

Online Create v

Leave free space on each array (for future

volumes / expansion)
MNext>> |

Help®

Quickstart reconfigures the RAID system, removing any existing RAID arrays and
volumes, and creating new arrays and volumes according to the options above.

[} Quickstart will delete all existing arrays and volumes, even if they
.
match the quickstart target configuration.
Quickstart will automatically adjust the number of disks for each array depending

on the number of available disks. A preview of the final configuration will be
shown before the changes are committed.
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Checklist

The settings here are designed to be quick and easy to use. All the buttons will take you to other pages in
GUI, which are covered elsewhere in this manual.

y Storage Manager - [Nexsan RAID

File Action View Help

&= 77| HD

Quick Start
Configuration Checklist

e SATABeast

o) 2m Admin

Welcome to the Mexsan SATABeast. This checklist will help you to correctly set up your
RAID system.

To hide this checklist in the future, unselect 'Show the configuration checklist on home
page' at the bottom and click 'Close Checklist'. The checklist will always remain available
wvia the 'Quick Start' menu on the left.

Product Registration

System type SATABeast
Serial number 000402FC8086
Firmware version Gtooe
Registration complete Yes

Registering this product with Nexsan provides access to technical support,
firmware updates, software downloads, and other benefits. To register this
product, click the link below:

http://registration.nexsan.com/

¥ This product has been registered with Nexsan

Submit |

Current "ADMIN' password requirement |Not required
Current '"USER' password requirement Not required
Current host trust setting Limited

It is recommended that you assign an 'ADMIN' password to protect the RAID
system against unauthorised changes.

Chanoe Securitv Settinnos
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File Action View Help

= 2w HE

‘en@iﬁﬁ!ﬂ o . Q-'/ALLOK

B I I L e S L I e

J name is used to identify the system in e-alerts, the web GUI, and management
’ applications.

Set System Name |

Network Settings

Controller 0 - Net 0 port status Link Up, IP address 172.16.8.192
Power Settings Controller 1 - Net 0 port status Link Up, IP address 172.16.8.193

o) 2m A

both controllers to your network and assign a valid IP address, netmask, and
gateway.

K/ It is recommended that you connect the management network port (Net 0) of

Quick Start
Change Network Settings |

Configured RAID arrays 2 x 21-disk RAID6, 9500.7 GB

If the array configuration above does not suit your regquirements, you can select
7 an alternate configuration by clicking the button below. To configure the RAID
manually, use the 'Configure RAID' link on the left.

Change Array Configuration |

Volume Configuration and Access

Configured volumes 2 x 2375.1 GB (Fibre)
Volume mapping scheme Multi-path
Volume access control Restricted access

K/ If the volume configuration above does not suit your requirements, you can
v change the volume mapping and access control by clicking the button below. To
add or delete volumes, use the 'Configure Volumes' link on the left.

Change Volume Mapping

[ Show the configuration checklist on home page

Close Checklist

m
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Tech Support

Contact Details

This page shows you how to get in touch with Nexsan Technical support in the even that your reseller is
unable to resolve any issues you may have with the product. The Support Form is recommended.

File Action View

&= | 2w HE

Contact
Details

Technical Support ®
Contacting Nexsan Technical Support

Using the Tech. Support Email form (recommended) Click Here

Electronic mail support@nexsan.com

United States Technology Center +1-866-263-9726 / +1-760-690-1111
United Kingdom Technology Center +44(0)1332-291-600

Hel|:g®

The recommended means of contacting Nexsan Technical Support is via the email
support form. This requires correct configuration of the E-Alert system, specifying an
email server capable of mailing Nexsan. Should this not be possible, you can also
email technical support directly, or via telephone at the numbers above.

»

Please be sure to register all your Nexsan systems at http://registration.nexsan.com.

http://172.16.8 192/status.asp
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Tech Support Form

The Technical Support Form allows you to send a complete diagnostic report of your unit directly to your
technical support representative. If you have not yet set up all the details in Configure Network -> E-Alerts
(see E-Alerts), then you'll see the following page:

File Action View

&= 77| HD

Tech
Support
Technical Support (:)
Send System Status To Technical Support

E-Alert/Tech. Support Emailer Status

@ Email send queue is empty (Error: unable to

. Check E-Alert Settings
resolve mail-server)

Hel|:g®

At present, the E-Alert system is unable to communicate with the SMTP mail
server. This may be for a number of reasons: network connectivity,
misconfiguration, the presence of a firewall or a problem with the mail server
itself. Until this is corrected, it is not possible to issue a technical support email.

»

If you are unable to correct this, please contact technical support directly.
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Once you have correctly set up and validated items like an SMTP server address, you will be able to click on
the “Click Here” link and you will be able to send a detailed problem report form to the configured recipient,
on a form similar to that shown below:

— P
'a! Storage Manager - [Nexsan RAID Storage'\Favarites\SATABeast 5 X

| File Action View Help

&= H=

Tech
Support

Technical Support
Send System Status To Technical Support

E-Alert/Tech. Support Emailer Status
) Email send queue is empty (Ready)

Technical Support Form

Send tech. support message to * |supp0rt@nexsan.com

Customer email address * |

Contact Name * | Shipping Name |

Company * Company

Telephone * Telephone

|
|
Address | Address
|
|

Brief
description
of the
problem *

(2000 chars
max)

Check [T to confirm

Send Tech. Support Email | Clear Form

Clear Email Queue |

l All gqueued emails will be deleted [ lost.
L]

The information displayed is as follows:

Send technical support message to — input the email address of the desired recipient if you have already
been in contact with someone in Tech Support, and the default address is not required.

Customer email details — this field defines the sender’s email address. Ensure that you type in your own
email address or the email address of the person responsible for the system.

Contact details (hame & company) — Enter your name and company in theses fields.

Brief description — type in a description of the problem in this field. Also, include details of your operating
system/s and SAN environment. Do not exceed 2000 characters.

To confirm and send the diagnostic report email, click in the tick box and then press the “Send Email to
Technical Support” button.
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Additional Technical Information

Host-side Details

e Nexsan firmware supports standard inquiry plus VPD pages 00, 0x80, 0x83, and 0x85. Vendor
defined pages 0xc0 and Oxc1 are used for Nexsan internal purposes.

e The following mode pages are supported: 0x00, 0x01, 0x02, 0x03, 0x04, 0x08, 0x0a, 0x18, 0x19,
Oxla, and Ox1c.

e No vendor-uniqgue commands or modes are supported and Nexsan units are compliant to specs
reported in the standard inquiry command (SAM-3, FCP-3 (fibre only), iISCSI (iSCSI only), SPC-3,
SBC-2, SES).

Host Time-outs

The servers that connect directly to the storage unit, or through a switch, will use some kind of Host Bus
Adapter (HBA) to provide Fibre, iSCSI or SAS connectivity. Sometimes the HBA is not a separate card but is
part of the motherboard, typically for Ethernet/iSCSI or SAS.

In all cases, it is important to ensure that the host timeout is set correctly to avoid the host incorrectly
assuming a failure has occurred while the storage unit is performing a normal operation, such as a Rolling
Restart or a Failover (see
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System Mode (Failover Settings)). There may be two (or more) settings that are relevant — Disk Timeout and
Link Timeout. In any case, ensure these are at least 60, or sometimes 120 seconds. Check the
documentation that came with your HBA. The following links may also be helpful:

Cluster servers may experience connection timeouts to drives after you install or upgrade to the Windows
Clustering feature in Windows Server 2003:
http://support.microsoft.com/kb/818877

Failover Cluster has unexpected storage resource fail-overs:
http://support.microsoft.com/kb/954088

Disk timeout is not set at default:
http://technet.microsoft.com/en-us/library/aa997069(EXCHG.80).aspx
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Redundant Array of Independent Disks (RAID)

RAID is an acronym for Redundant Array of Inexpensive Disks. It means that a RAID system should be able
to cope with hard disk failures with no impact on connected computers.

The following list is a brief introduction to the various RAID Levels that are available. The ones used with
Nexsan storage products are explained in more detail in the main text.

Level 0 — Provides Data Striping (spreading out blocks of each file across multiple disk drives) but no
redundancy. This improves performance but does not deliver fault tolerance. If one drive fails then all data in
the array is lost.

Level 1 — Mirroring and Duplexing: Provides disk mirroring. Level 1 provides twice the read transaction rate
of single disks and the same write transaction rate as single disks.

Level 2 — Error Correcting Coding: Not a typical implementation and rarely used, Level 2 stripes data at the
bit level rather than the block level.

Level 3 — Bit Interleaved Parity: Provides byte level striping with a dedicated parity disk. Level 3, which
cannot service simultaneous multiple requests, also is rarely used.

Level 4 — Dedicated Parity Drive: A commonly used implementation of RAID, Level 4 provides block level
striping (like Level 0) with a parity disk. If a data disk fails, the parity data is used to create a replacement
disk. A disadvantage to Level 4 is that the parity disk can create write bottlenecks.

Level 5 — Block Interleaved Distributed Parity: Provides data striping at the byte level and also stripe error
correction information. This results in excellent performance and good fault tolerance. Level 5 is one of the
most popular implementations of RAID.

Level 6 — Independent Data Disks with Double Parity: Provides block level striping with parity data
distributed across all disks.
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Fiber Channel Topologies

The storage unit is capable of supporting the two most commonly recognised Fiber Channel topologies,
“loop” and “point-to-point”.

Loop Topology

The loop topology can be used to directly connect to a HBA (Host Bus Adapter) running in loop mode, but
point-to-point is actually more efficient at this. Loop is mostly used when connecting the unit to a hub or loop
switch. When using a hub all traffic is passed through all the nodes in the loop until it reaches the
destination node. The entire bandwidth of the loop is shared by all the nodes. This significantly reduces
performance.

I
2

—y I

N E' ==
SATABeast — | -
*I"

The above diagram shows the two lines from each node going in to the hub in the centre. Each line
represents either the TX (transmit) or RX (receive) of each nodes cable. The following diagram shows the
route of a packet going from the middle server to the storage unit.

e
— 1 |l
SATABeast ;I_l -
\—Hs_h, I
ervers
The data travels around the loop until it reaches the destination.
1
J_[-J_u— :
E' —=
SATABeast — II”— -
servers
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This diagram shows the data being transmitted from the storage unit back to the same server. These
diagrams show that loop modes are not particularly efficient.

Point-to-point Topology

The next series of diagrams show the same scenario as the loop mode running with a hub but this time using
point-to-point mode with a fabric switch.

I}E

L__ ]

W?

SATABeast owitch

[
servers
In the above diagram it is not necessary to display the TX and RX as each node communicates directly with
the switch. The logic in the switch sends data directly from one node to the destination node. The following
diagram shows the same communication as before.

.

1
[

SATABeast

L]
-

servers

Here you can see that the data does not have to travel via other nodes and therefore does not affect the
performance of the other nodes.

SAN Integration

One of the main advantages with SAN is the ability to consolidate vast amounts of storage for multiple
servers. It is of vital importance that this storage is always available to all hosts. With a SAN it is likely that
you will need to use other components such as hubs or switches, which play a key role in the deployment of
a High Availability SAN.
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Host 1 :IActive A
FC Host Link 1a Port (1)
Switch
HBA 1 Controller
A
FC Host Link 1b U
HBA Active A
L 1port (2)
Host 2 Active B
— L port (2)
Host Link 2b Switch
HBA 5 Controller LUN 2
FC Host Link 2a B
HBA Active B
L 1port (@8}

The SAN pictured above is typical of a High Availability environment. There are multiple servers connecting
to two independent switches (there can be many), which in turn are connected to a storage unit. Each host
has two Fiber Channel host bus adapters installed, and each adapter connects to a separate switch. This
ensures that data flow can continue in the event of a Host Bus Adaptor (HBA), cable or switch failure as well
as disk, PSU or RAID controller failure in the unit.
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Setting Up iSCSI in a Windows Environment

Your version of Windows may or may not include an iSCSlI initiator, and if not, you download the software
from:

http://www.microsoft.com/downloads/details.aspx?FamilylD=12cb3cla-15d6-4585-b385-
befd1319f825&DisplyLang=en

or search the Microsoft website.

Once you have a correctly installed initiator, start the initiator and click on “Discovery” then “Add”.

iSCSI Initiator Properties
Genergl Discovery I Tafgetsl Fersistent Talgets' Eound Yolumes/Devices |
— Target Partals
Address | Part I Adapter I IP Addressl
fdd Hemaie Refresh |
—ISMS Servers
Mame |
Add Hemowe | Refresh |

Ok | Cancel I Apply |

Enter the IP address of the target storage unit Ethernet port, and port number 3260, then click O.K.

Add Target Portal E3

Twpe the IP address o DMS name and socket number of the portal oo
want to add, Click advanced to select specific settings For the discovery
session to the portal,

IP address or DMS name:; Fort:

192, 168.5. 155| 3260 advanced. .,

(0] 4 _ancel
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Click on the “Targets” tab and highlight the attached unit. Then click “Log On” and “OK”.
i5CSI Initiator Properties

Generall Discovey  Taigets I Fersistent Targelsl Bound UDIumes.ﬁ'Device&I

Select a target and click Log On to access the storage devices for that
target. Click details to see information abaout the s8s2ions, connections and
devices tor that kanget,

Targets:

M arne

[nactive

Details I Log On... I Fefresh |

0k, I Cancel | (¥ [ |

A “Log On to Target” box should pop up. Select your preferred settings and then click on O.K.

Log On to Target Ed

Targek name:

gn, 19939 n,nexsan: pd:sataboy: 01FF00aa

[T automatically restore this connection when the system books

[ Enable multi-path

i'". Only select this option if i5C5I mulki-path software is already installed
on wour computer,

Advanced... I (0] 4 Cancel
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The target should now show as being connected. Click on O.K to close the Initiator setup.
iSCS1 Initiator Properties

Generall Discowery Taigets | Perzistent Targelsl Bound VolumesHDevicesl

Select a target and click Log On to access the storage devices for that

target. Chck details to see information about the sezsions, conhechions and
devices for that target,

Targets:

M arne | Statuz |
igr. 199902 com. nexzan: pl: sataboy: 01 H0aa Connected

[Detailx | Log O I Refreszh |

Ok | Cancel | hu il |

To Verify the Target which was connected in the iISCSI Initiator, click on the RAID INFO menu then the iSCSI

info tab — see “iISCSI Information”. The Target Name should match that in the Targets column of the iSCSI
Initiator.

Scan the Host PC to detect any configured Volume/s. The iSCSI volume can be identified by the larger gap

between SATABoy and SCSI Disk, as opposed to a volume configured via a fabric switch, which has no gap
between SATABoy and a SCSI Disk Device in the screenshot below.

% Device Manager P[] .

File Action View Help

- @\ a2 a

[ iy Computer
[=]-=ee Disk drives
i-iage HP 36.4G ST336607LC SCSI Disk Device
e MEMSAN SATABOy SCS| Disk Device
g NEXSAN SATABoy SCS| Disk Device
&) fé Display adapters
Ml IVIICN-ROM drives
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Troubleshooting

Web Interface Problems

When I type in the IP address | have assigned to my storage unit in my web browser, nothing
happens.

Check that the system is responding:

The best way to contact the storage unit is with a ping utility. Different operating systems have different ping
utilities, but they are on the whole very similar. We will use Microsoft for the purpose of this guide.

Open a DOS window and retreat to the root level of the C drive (or the drive that has the currently loaded
Operating System), to do this type:

cd\

Then attempt to “ping” the Nexsan unit. Type:

C:\> ping 192.1.168.225

NOTE - Replace the above address with your unit’s IP address.
If the ping is successful you will see a similar response to the one below.
Reply from 192.168.1.225: bytes=32 time=10ms TTL=30

Reply from 192.168.1.225: bytes=32 time<10ms TTL=30

Reply from 192.168.1.225: bytes=32 time<10ms TTL=30

Reply from 192.168.1.225: bytes=32 time<10ms TTL=30

Ping statistics for 192.168.1.225:

Packets: Sent = 4, Received = 4, Lost = 0 (0% loss),
Approximate round trip times in milliseconds:

Minimum = 0ms, Maximum = 10ms, Average = 2ms

If you have a successful reply but cannot access the home page please consult Technical Support.

If no reply is returned check that you are using the right IP address. If you are using DHCP, check that the
DHCP has allocated an address to the storage unit.

If you still get no reply you should attempt to reset the IP address manually. Use the serial port. Please refer
to the main set up guide.

When | am using the menus, why am | being asked to provide a username and password?

You probably have security turned on. The username “ADMIN” and password “PASSWORD” (both
uppercase without quote marks) will allow you to access any page.

The default user name and password are not responding, what do 1 do?

Make sure that you are entering the username and password in UPPERCASE, as this logon is case
sensitive. If this is not the case the user name and password may have been changed from the original
factory settings.

You can reset the password using the serial port interface.
Use the “Getting Started” section to see how set up your computer to run with the serial port.

When logged on to the serial port, use the cursor keys to navigate the menus.

Software Manual 2.2 for xr66 and above — December 2009
150



From the main menu go to;
System Admin >> Set GUI “Admin” password
Type the new password into the supplied box.

The password is set immediately.

Start Up Problems
When | power up my storage unit it beeps. What is the problem?

The subsystem will beep for a variety of reasons. A beeping unit does not mean that the unit is broken. If
you have email enabled check your inbox. This will probably provide a clear explanation of where the
problem lies.

You can also find the current problems using either the Web interface by clicking the red X in top right corner
of the home page.

Another way to discover problems is by checking the lights on the unit.

The front panel LEDs are clearly marked and will give an indication to where the problem lies.
For further help, contact Technical Support.

When | start up, the battery LED is flashing. Is my battery dead?

No. The flashing LED means that the battery state is unknown or is charging. It is normal for this light to flash
for the first 10 minutes of operation because the state of the battery is unknown.

If the flashing persists after ten minutes, the battery is charging. If the LED is solid red after ten minutes the
battery has failed and needs replacing.

Controller Replacement

In most situations, when a controller is replaced, the replacement will automatically inherit the same
configuration and system settings as the original that it is replacing.

Under some circumstances however, the correct configuration cannot be determined automatically — for
example when the controller has previously been used in another system. In this case, a cloning page will be
presented both on the serial port and on the web interface (at the replacement controller’s default IP
address), presenting you with a choice between using a controller configuration stored on the disks or using
the configuration stored in the controller’s flash memory.

If you are fitting a replacement controller to a functional system, you should select “n” to use the
configuration stored on the disks. If you are installing a replacement disk set or chassis, you should select “c”
to use the configuration stored in the controller’s flash memory. If you are unsure which option is correct for
your situation, contact Nexsan Technical Support for more information.

Resolving Other Problems
The Web GUI has told me that a disk has failed. My data is still online. What should | do?

If a disk has failed you will need to find out which one it is. Do this by using the web GUI, you should extract
the faulty disk, DO NOT re-use a failed disk in the system even if it appears to have no fault. Then contact
your dealer regarding a replacement. Arrange for a replacement as soon as possible, as your array may be
in a critical state. When the replacement module arrives you should check that no damage has been caused
during transit and then insert into the empty slot. The unit will detect the new disk and rebuild to it if the array
is critical. If you already had a spare disk the unit will assign the new disk as a spare too, check this has
happened using the web GUI.
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A power supply has failed. My system still works, but what should 1 do?

Do not remove the faulty power supply! Removing a power supply will drastically reduce airflow and cooling,
potentially resulting in over heating the system. Contact your dealer regarding a replacement PSU. Only
remove the failed PSU when the replacement arrives.

My RAID controller has failed. What should |1 do?

If a RAID controller fails you will not be able to access your data. Your data will be safe on the disks until a
replacement controller arrives*. Leave the controller in place and contact your dealer for a replacement.

CAUTION: DATA STORED IN THE WRITE CACHE WILL BE LOST IF A CONTROLLER FAILS IN NON-AA
SYSTEMS.

Please contact your dealer or Technical Support for help with any other queries.
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Contact Information

Los Angeles, USA — Worldwide Headquarters

Nexsan Technologies

555 St. Charles Drive, Suite 202

Thousand Oaks, CA 91360, USA

Telephone: 866-4-NEXSAN (866-463-9726), or 805-418-2700 Outside of North America

On-Guard Technical Services: 866-2-NEXSAN (866-263-9726), or 760-690-1111 Outside of North America
Fax: 805-418-2799

E-mail: sales@nexsan.com, support@nexsan.com

San Diego, USA

Nexsan Technologies

302 Enterprise Street

Escondido, CA 92029, USA

Telephone: 866-4-NEXSAN (866-463-9726), or 760-690-1100 Outside of North America

On-Guard Technical Services: 866-2-NEXSAN (866-263-9726) or 760-690-1111 Outside of North America
Fax: 760-745-3503

E-mail: sales@nexsan.com, support@nexsan.com

European Head Office, United Kingdom

Nexsan Technologies, Ltd.

Units 33-35 Parker Centre, Mansfield Road

Derby, DE21 4SZ, U.K.

Telephone: +44 (0)1332 291600

Fax: +44 (0)1332 291616

On-Guard Technical Services: +44 (0)1332 291600 Europe, 760-690-1111 USA
E-mail: sales@nexsan.com, support@nexsan.com
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