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PREFACE 

This document consists of five sections: Introduction, Signal s, 
Protocol , Interface Design Guidelines, and Unibus Configurations, 
as well as two appendices, one being a Gl ossary of Terms, and the 
other a list of Unibus Hardware. 

Section l incl udes Unibus definitions, architecture, and protocol . 
Section 2 contains signal information about different types of 
signal lines and signal transmission, fol lowed by an anal ysis of 
priority arbitration, data transfer, and initialization. Section 3 
is an expanded treatment of Unibus protocol s --- definitions and 
concepts, priority arbitration and data transfer transactions, and 
initial ization. Section 4 describes the guidel ines for designing 
interfaces . It contains paragraphs on general information, 
pref er red chips, unit l oads, PC etches, backpl anes, grounding, 
l ogic design guidel ines, and master devices . Section 5 is a 
thorough-going description of the Unibus configuration . It 
contains a general introduction, definitions, and configuration 
rul es. 

IX 



SECTION 1 

INTRODUCTION 

This sect ion defines the Un ibus in te rrns of its components, the 
arrangement -of these components into systems, and the various 
types of operations that are transacted in a system. 

1.1 UNIBUS DEFINITION 
A bus is a set of electrical circuits that interconnect the 
various parts of a computing system. The Unibus is a type of bus 
that is defined by its architecture, its protocol, and its 
electrical characteristics. The Unibus is d efined by this 
specification. The word "bus, " when used in this specification, is 
synonymous with the word "Unibus." 

1.2 UNIBUS ARCHITECTURE 
The Unibus is a linear bus that consists of a transmission medium 
to which the component parts of a system are attached at various 
points as shown below: 

The elements of the Unibus and their interconnection are described 
in the following subparagraphs of this section. 

U N I B U S 

1.2.1 Unibus Elements 

1.2.1.1 Unibus Transmission Med ium - The Unibus Transmission 
medium interconnects the component parts, called "bus d evices, " of 
a system. The transmission medium consists of the following 
elements: 

a. Drivers and receivers for the signals transmitted on the 
56 signal lines. A "driver" or "bus d river" is a circuit 
used by a device to transmit signals to the Unibus; a 
"receiver" or "bus receiver" is a circuit used by a bus 
device to receive signals from the Unibus. These drivers 
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and receivers are physically located in the bus devices, 
but are electrically part of the Unibus. A bus device 
contains drivers and/or receivers only for the bus 
signals that it uses. 

b. A flat cable containing 56 signal lines and corresponding 
ground lines. 

c. The wiring that connects the cable to the output of the 
drivers and to the input to the receivers. 

The 55 signal lines are grouped logically into three sections: 

Initialization, which controls power-up, power-down and 
initialization sequences of the bus devices; 

Data, which is used for data transfer between devices; 

Priority Arbitration, which is used to decide which 
device will be allowed to control the data section next. 

1.2.1.2 Bus Terminator - The transmission medium described above 
is in effect a transmision line. As such, it has a characteristic 
impedance and must be properly terminated. A Unibus is terminated 
at both ends by a bus terminator. 

1.2.1.3 Bus Segment - A bus segment is that portion of a Unibus 
system between two terminators. A system may consist of one or 
more segments. The number of devices that may be connected to a 
segment is limited, as is the length of its cable. 

1.2.1.4 Bus Repeater A bus repeater is a device used to 
Unibus system. A 

and retransmits 
interconnect two segments of a multi-segment 
repeater receives the signals from one segment 
them to the other segment. Its purpose is twofold: 

a. It prevents signal levels from becoming degraded if too 
many devices are converted to a bus. 

b. By receiving and then retransmitting all signals going 
between one segment and the next, the bus repeater 
ensures that the proper timing relationship between 
signals is maintained. 

1.2.1.5 Bus Master - The bus master is the device or processor 
currently permitted to use the data section of the Unibus. Only 
one device may be master at a given time. Typically, a master uses 
the data section of the bus to transfer data between itself and 
another device which is called "slave." 

1.2.1.6 Bus Slave - The bus slave is the device that communicates 
with the bus master. Only one device may be slave at a given time. 
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Some devices may become both master and slave (at different 
times), while other devices may become only master or only slave. 

1. 2. 1. 7  Bus Arbitrator - The bus arbitrator is a logic circuit 
that compares priorities from devices requesting the use of the 
data section of the bus (see Paragraph 1. 2. 2.2 )  in order to 
determine which device is to be granted control of the data 
sect ion of the bus next ( i • e. , becomes next bus master) • 

The arbitrator may or may not be part of a processor. There must 
be one and only one arbitrator on a Unibus, although a system may 
have more than one Unibus, each with its own arbitrator. 

1.2. 1.8 Processor - A processor is a bus device that includes the 
circuits that control the interpretation and execution of 
instructions. A processor does not include the Unibus, main 
memory, or peripheral devices. A processor may become master or 
slave. 

1. 2.1.9 Interrupt Fielding Processor - There may be more than one 
processor connected to a Unibus. Typically, however, there is only 
one "interrupt fielding processor. " An interrupt fielding 
processor is a processor that has special connections to the 
arbitrator. 

These special connections permit the interrupt fielding processor 
to service interrupt transactions on the Unibus. "interrupt" and 
"interrupt fielding" are discussed in Paragraphs 1. 3. 3, 2. 4. 7, 
3. 2. 2. 3, and 3. 2. 2. 4. 

1.2.2 Unibus Systems 
The elements of the Unibus defined in Paragraph 1. 2. 1 are 
interconnected to constitute a computing system. The function of 
the Unibus in the system is to allow data to be exchanged between 
devices as directed by the program. A program is a sequence of 
instructions as interpreted by a processor. 

Data is transmitted on the bus either as a 16-bit word or as an 
8 -bi t byte. The data is exchanged between a master and a slave. 
There can be only one master and one slave on the bus at any given 
time. The master determines which device will become slave by 
putting the address of the desired slave device on the bus. In 
order to become bus master, a device must request and obtain the 
use of the data section. This request may be made at any time that 
the device is ready for a data transfer. Any number of devices may 
be asserting a request at the same time. The priority scheme 
determines which of these requests is honored (i. e. , which device 
will obtain the use of the data section when this section becomes 
free) . 

Since several devices may be ready to transfer data at the same 
time, and since only one of these devices obtains the use of the 
data sect ion, the other requesting devices wi 11 have to wait 
before they are allowed to transfer their data. If the wait is too 
long, some devices may lose data. The wait is known as latency. 
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In this paragraph, concepts of signal l ines, priority structure, 
address space and latency are discussed. These concepts are all 
taken into consideration when arranging devices on a Unibus . A 
discussion of the arrangement of devices ends this paragraph. 

1.2.2.1 Signal Lines - Previous literature has defined Unibus 
signal lines as being either "bidirectional " or "unidirectional." 
These terms are ambiguous and are not used in this specification. 
They are onl y mentioned in this paragraph because of the previous 
usage. 

Unibus signal may be divided into two general categories with 
respect to the manner in which they are transmitted. The majority 
of signal s use l ines that are, in effect, wired-OR circuits to 
which the inputs to the bus receivers and the outputs of the bus 
drivers a re connected. These 1 i nes are thus avail abl e al ong the 
l ength of the Unibus to any device which needs to receive or to 
assert/negate the signal s transmitted on the l ines. These l ines 
were in the past cal led "bidirectional l ines" because a signal 
asserted or negated at any point on the l ine may be received at 
any other point on the bus . It should be noted, however, that some 
of the signal s transmitted on lines of this type are l ogically, if 
not el ectricall y, "unidirectional ." For example, requests for 
permission to use the data section of the bus are asserted on a 
l ine of this type by devices that need to become bus master, but 
a r e re c e iv e d on 1 y by the a r b i t rat o r • Th i s request s i g n a 1 i s , i n 
effect, "unidirectional ", al though transmitted on a 
"bidirectional " line. 

The sketch bel ow shows these wired-OR l ines schematicall y: 
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Five Unibus signals use lines in which the signal is received only 
by the device that is closest on that line to the origin of the 
signal; this receiving device, in turn, either retransmits the 
signal to the next device on the line ("passes" the signal) or 
does not retransmit it ( "blocks" the signal). The transmission 
process continues until either a device blocks the signal or the 
end of the line is reached. These lines have been called 
"unidirectional lines." They are used only by the arbitrator to 
grant bus access permission to devices requesting the use of the 
data section of the bus. 

The sketch below shows this type of line schematically: 

ARBITRATOR !TERMINATOR 

I + 
DEVICE 1 I + DEVICE� 

D=DRIVER 

I I 
I I 
I I 

1

6J

+:,-; 
I I I I 

I 
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I I 
I I 
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I
TERMil�ATOR 

I 
I 

+ 1 + 

1.2.2.2 Priority Structure - The use of the data section of the 
bus is granted to requesting devices according to a priority 
scheme. The priority of a device is a function of (1) the priority 
level assigned to the device, and (2) its position on the bus with 
respect to other devices of the same priority level. 

All devices, with the exception of the interrupt fielding 
processor, may be assigned to one (or more) of five priority 
levels. A signal line is dedicated to each of these levels. Each 
o f these 1 i n e s i s d r iv en by a 11 bus d ev i c e s ass i g n e d to the 
priority level. These five lines are referred to as "request 
lines" and are monitored by the arbitrator. A device that requires 
the use of the data section of the bus asserts a request on one of 
these lines. This request is received by the arbitrator. The 
arbitrator also monitors the priority level of the interrupt 
fielding processor. There are five relevant interrupt fielding 
processor levels. 

If no request at a level higher than the current interrupt 
fielding processor level is being received at the arbitrator, the 
data section of the bus is available to the processor. The 
arbitrator, however, may issue a grant at the level of the highest 
priority active request if the interrupt fielding processor is not 
at a higher priority level. 
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A grant is a signal that informs a requesting device that it may 
become bus master after the current master releases the data 
section of the bus. 

A grant asserted by the arbi�rator is received by the first device 
on the bus assigned to the same priority level as the grant. If 
this device is requesting the use of the data section of the bus, 
it accepts and acknowledges receipt of the grant (see Paragraph 
2.3) and blocks the grant. If the device is not requesting the use 
of the data section, it passes the grant to the next device on the 
same grant line. This procedure is repeated until a device accepts 
the grant or until the end of the bus is reached. In this last 
case, the grant is cancelled by the arbitrator and the arbitration 
process is re-s tarted . Priority is d iscus s ed in d etail in 
Paragraph 3.1.3 and shown in Figure 3-2. It can be seen from the 
preced ing d iscuss ion that each device on a Uni bus is assigned a 
d is crete pos ition in the priority s cheme. Th is pos ition is 
determined: 

a. By the priority level assigned to the d evice, and 

b. By the position of the device on the grant line (with 
respect to the other devices of the s ame priority 1 eve 1) • 

All devices assigned a given priority level have higher priority 
than any d evice at a lower level. Within a given priority level, 
the device closest to the origin of the grant signal has the 
highest effective priority. 

1.2.2.3 Addre$� Space - A location is a word or byte of memory, 
or a reg i£:".:.er. An address is the name of a location, i.e., a 
number which specifies a location; this number is transmitted on 
18 address lines d uring a Unibus data trans fer transaction. Bus 
de v ices can add re s s 131 , 0 7 2 16-bi t wo r d s o r 2 6 2 , 14 4 8- bi t bytes 
via these address lines, which are of the wired-OR type described 
in Paragraph 1.2.2.1. A d evice must be bus master in order to use 
the address lines . 

Unibus devices may contain one or more locations: a simple device 
such as a line clock may contain only one, while a random-access 
or a read -only memory may contain thousand s. A d evice may be able 
to store many words and yet have only three or four locations: an 
example of this is a secondary memory such as a dis k  or tape 
controller. A location may be used for storage of data or for 
control of a device. (See Paragraph 1.3.3.3.) 

NOTE 
The "I/O Page• is a PDP-11 sys te m  
convention which d efines the use o f  
certain addresses on the Unibus. 

An address put on the address lines by a master is received by all 
bus devices that are capable of becoming slaves: one of these 
d evices recognizes its address and becomes the slave; the slave 
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does not know which device is master, nor 
physicall y  l ocated on the bus. The master 
physical l ocation of its sl ave. 

where 
does 

the 
not 

master 
know 

is 
the 

1.2.2.4 Latency - Latency is the delay between the time that a 
device initiates a transaction and the time that it receives a 
response. Non-processor request (NPR )  or bus request (BR )  l atency 
are the total time consumed by all the operations that occur 
between the instant a device makes a request and the moment it 
becomes bus master. NPR and BR are device requests. They are 
defined in Paragraph 2.3. Because of the architecture of the 
Unibus, the responding unit is the rest of the computer system. As 
a resul t, the actual delay encountered is a function of current 
bus activity, the types of other devices in the system, and the 
arrangement or configuration of the equipment along the bus. 

Maximum tolerable l atency is the l ongest time that a device can 
wait for service before l osing data. The service time is measured 
from the assertion of a request by the device to the time that the 
device's requested data transfer is compl ete. 

1.2.2.5 Unibus Device Arrangement - The arrangement of devices on 
the Unibus is a function of the foll owing four factors: 

a. Any device can communicate with any other device on the 
data section of the bus: relative physical position of 
the devices is l ogicall y  of no concern. 

b. Grants are issued by the arbitrator and received and 
reissued by each device of the same l evel . Thus, al l 
devices capable of becoming bus master must be on one 
side of the arbitrator. 

c. The maximum tolerable l atency for each device must not be 
exceeded. This depends on the priority l evel assigned to 
the device, its position on its grant l ine relative to 
other devices of same priority l evel , and the effect of 
the other devices of all other priority l evel s on the 
bus. 

d. The l ength of the bus must be kept as short as possible. 

NOTE 
The interrupt fielding processor is 
typically next to the arbitrator on the 
bus. For convenience, an arbitrator is 
usually built into a PDP-11 processor. 

A typical Unibus configuration is shown in Figure 1-1. The bus is 
terminated at both ends by a terminator; the arbitrator and the 
interrupt-fiel ding processor are at one end of the bus. Various 
devices, such as memories, disk memories, input/output devices, 
are connected between the arbitrator and the other end of the bus. 

NOTE 
For Configuration Rules, see Paragraph 
5.3. 
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Figure 1-1 .  A Typical Unibus Configuration 

1.2.2.6 Other Unibus Device Arrangements - If a system exceeds 
the limitations set forth in this document, the bus must be 
divided into segments connected by a bus repeater. The limitations 
apply to the maximum number of devices on a segment ( loading) and 
to the length of the bus cable. Figure 1-2 {A) shows such a 
configuration. 

Si nee a device that can only be a slave and is never a master 
( .such as a memory) never requests nor receives grants, it may be 
physically located on either side of the arbitrator. Such an 
arrangement is shown on Figure 1-2 (B) . 

1. 3 PROTOCOL 
The Unibus interconnects the various devices that comprise a 
computing system to allow communication between these devices . 
Communication between devices is in the form of transactions: a 
transaction is a sequence of signals which complete a logical unit 
of activity on the Unibus. The Unibus protocol defines the 
procedures that are used during bus transactions . 
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1 . 3. 1  Transact i on Types 
Th ere are thre e types of Un i bus transact i ons: pri o r i ty 
arbitrati on, data transfer, and initial i zati on, each of which is  
transacted on  a separate sect i on of the Un i bus. 

This structure allows s imultaneous pri ority arbitration and data 
transfer transact i ons, i . e . , the next master is be ing sel ected 
whi le the current master is executing its data transfer . 

1 . 3. 2  P r i ority Arb itrat i on Transacti ons 
To transfer data on the data sect i on of the bus, a dev ice must 
become bus master, i . e . , obta in contro l of the data sect i on .  

The arbitrati on schem e determ ines which dev i ce obta ins contro l of 
the bus next . Th i s  determ inat i on o ccurs duri ng a pri o r i ty 
arbitrati on sequence . No actual transfer of bus mastershi p  occurs 
during this sequence, onl y the designat i on of the dev ice that can 
become master when the current master re l eases the data sect i on of 
the bus . Any number of dev ices may request the use of the data 
sect i on at one t ime . The one dev i ce sel ected is the one with the 
h ig hest effective pri ority. ( Se e  Parag raph 1.2 . 2 . 2. )  The hig hest 
pri ority device grant is  cal led a non-processor grant (NPG )  
because it is  used by a dev ice wh i eh does not requ i re processor 
time . It may be used by devices onl y for data transfers other than 
interrupts . When requested, a grant is  issued on this l evel . 

When no request or grant is active at this pri ority l evel ,  and if  
there is  no bus master, the i nterrupt f i e lding processor may 
assert bus mastership . The four lower pri ority dev ice grants are 
used for interrupts but may also be used for al l other types of 
dta transfers . 

These grants are issued by the arbitrator onl y when the interrupt 
fi eld ing processor is abl e to rece ive an interrupt command and the 
dev ice request is  at a hig her pri ority l evel than the current 
interrupt f i e lding processor l evel. 

1 . 3. 3  Data Transfers 

1 . 3. 3. 1  Data Transfer Definiti on - Data transfer is  def ined as 
the transm iss i on of data between a master and a slave . It can be 
accom pl ished betwe en any two dev ices wi thout program i nterventi on 
or supervis ion .  

The dev i ce that has been granted the use of the bus wa its for the 
Unibus to be re l eased by the previous bus master. When a device 
becom es bus master, it asserts bus mastershi p  and causes one or 
more words of data to be transferred between itsel f  and a slave 
dev ice . The parti cular slave and the di rect i on of transfer are 
determ i ned by the informat i on issued by the bus master to the 
Un i bus . When the transfer is  finished, the master re leases the 
bus, at which time a new dev ice may assum e mastersh ip. A dev ice i n  
contro l of the bus can transfer data at the max imum rate all owe d 
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by the combination of the master, the sl ave , and the bus. An 
interrupt is a special type of data transaction to which onl y the 
interrupt fiel ding processor can respond as sl ave (Paragraph 
1. 3. 3. 2) .  

1. 3. 3. 2 D ata Transfei Types - There are 
transfe r transactions on the Unibus : 
read/modify/write , and interrupt. 

four types of data 
data-in, data-out, 

"Data-in" is define d as the transfer of one word from a sl ave to a 
master. 

"Data-out" is define d as the transfer of one word of data from a 
master to a slave; " data-out, byte " is defined as the transfer of 
one byte of data from a master to a sl ave. 

" Read/modify/write" is defined as a transact ion in whi eh data is 
transferred from a slave l ocation to a master, modified by the 
master, and transferred back to the same sl ave l ocation. A 
read/modify/write consists of a " data- in, pause" fol l owe d by a 
data-out or by a data-out, byte. The data-in, pause is identical 
to the data-in, but, it al so informs the sl ave that a data- out 
transact ion to the same l ocation wi 11 fol low the data- in. If the 
sl ave is a destructive readout device , e . g. ,  a core memory, it 
wil l automaticall y  restore the data after a data- in; afte r a 
data- in, pause ,  howe ver, it might not restore the data but may 
wait for the modified data from the following data-out. 

An " inte r rupt" transaction is define d as the transfer of one word, 
cal led the " interrupt vector, " from the master to the interrupt 
fiel ding processor. 

1. 3. 3. 3 Data Transfer The fact that data transfers may be 
e xecute d without program inte rve ntion or supe rvision pe rmits 
operations such as a disk directl y refreshing a CRT displ ay or 
transfers between the memory and a mass storage device. 

Processors may use data transfers for instruction fetch 
cont r o 1 of othe r d ev  i c e s by mod i f i cat ion of the i r 
registers, as wel l  as for the manipul ation of information. 

1. 3. 4 Initial ization 

and for 
control 

The initialization section of the Unibus continuousl y monitors the 
ac po wer input to the bus power suppl ies and control s the orderl y 
powe r-up and powe r- down of all bus devices. 

D e vice s may al so be initial ize d unde r program control . 
Initializati on stops all bus operations and puts all bus devices 
in a known, wel l-defined state. 

1.4 ELECTRICAL CHARACTERISTICS 
Due to the high speed at which it operates, the Unibus is in 
effect a high frequency transmission l ine. This fact must be taken 
into conside rat ion whe n choosing compone nts and de signin g 
circuits, to ensure optimum performance. 
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2 . 1 SIGNALS AND SIGNAL LINES 

2.1.1 Introduction 

SECTION 2 

SIGNALS 

The Un ibus consists  of 56 s ignals. Simplified and s tandardized 
control logic is made possible by usin g s eparate ded icated lines 
for all signals. For example, in a data t rans fer, t he master 
device provides the address of the location wh i eh it wishes t o  
access. The dev ice which res ponds is the slave dev ice. Control and 
timing signals are provided. Address, c ontrol and data and timin g 
functions are each transmitted on a dis tinc t  set of bus lines. 

All bus activ ity is asynchronous and depend s on interloc ked 
control signals. In every case, a control signal transmitted by 
the initiator of a transac tion is positively ac knowled ged by the 
receiv er of that signal, and vice-versa. 

2.1.2 Unibus Sect ions 
Although the Un ibus is a sin gle communication path for all dev ices 
in a PDP-11 computer system, the bus ac tually consis t s  of three 
interrelated parts. These parts may be ref erred t o  as the priority 
arbit rat ion s ec t ion , the d at a  t ran s f er s ec t ion , an d the  
initialization sec t ion. These sec t ions use the signal lines listed 
in Table 2-1. 

All transactions on the priority arbitration sec t ion and on the 
data transfer s ec tion are interloc ked d ialogs between devices .  On 
the priority arbitration sec t ion, the dev ices are the reques tin g  
devices and the arbitrator. On the data t rans fer s ec t ion, the 
devices are the bus master and the bus slav e. 

The signals that delimit data and priority arbitration operations 
are: 

a .  Data Trans f er: 
(In terrupt: 

MSYN, SSYN, 
INTR, SSYN) 

b. Priority Arbitration: [N PR, NPG ] or [ BRn, BGn ] , SACK, 
BBSY 

2.1.3 Unibus Signal Lines Use 
In all bus transactions, the assertion and the negation of a 
s i gnal used in the in terloc king d ialog hav e  different meanings . A 
dev ice may ass ert a signal to indicate the initiation of a process 
and negate the same signal to note  the completion of the same 
process.  The important event is the transition f rom one s tate to 
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Ta ble 2-1 Data Transfer, Priority Ar bitration, 
and Initialization Signal Lines 

NAME 
MNEMONIC 
LINES 

NO .  FUNCTION 
OF LEVEL ASSERTION 

A .  DATA TRANSFER SECTION 

Address 

Data 

Control 

Master Sync 
Sl ave Sync 

Parity 

Interrupt 

A <17 :0 0 >  

D < 15 :  00 > 

C0, Cl 

MSYN 
SSYN 

PA, PB 

INTR 

1 8  

16 

2 

1 
1 

2 

1 

B .  PRIORITY ARBITRATION SECTION 

Bus Request BR4, BRS, 4 
BR6, BR7 * 

Bus Grant BG4, BGS, BG6 4 
BG7 *  

Non-Processor NPR 1 
Request 

Non-Processor NPG 1 
Grant 

Selection SACK 1 
Acknowledge 

Bus Busy BBSY 1 

C. INITIALIZATION SECTION 

Initialize 

AC Low 

DC Low 

INIT 

AC LO 

DC LO 

1 

1 

1 

Selects sl ave device 
and/or memory address 

Information transfer 

Type of data transfer 

{ Timing control for 
{ data transfer 

Device parity error 

Interrupt 

Low 

Low 

Low 

Low 
Low 

Low 

Low 

Requests use of bus Low 
(usual l y  for interrupt) 

Grants use of bus High 
(usual l y  for interrupt) 

Requests use of bus Low 
for data transfer 

Grants use of bus High 
for data transfers 

Acknowl edges grant Low 

Indicates that the Low 
data section is in use 

System reset 

{ 
{ Power monitoring 
{ 

Low 

Low 

Low 

* " BRn" and " BGn" are abbreviations used to designate that one pair 
of BR and BG l ines is used, but that which pair is used is not 
important to the discussion. 
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the other. For example, in a dat a-in operation, the bus master 
asserts MSYN t o  request data from the slave, and negates MSYN t o  
acknowledge receipt of the data from the slave. Therefore, the 
assertion and the negation of MSYN can be thought of as two 
different signals issued by a bus master on a single line. 

In this specification, the terms " the assertion of • • •  " or " at 
the assertion of • " signify the transition of a signal from 
the negated state to  the asserted state; t he term " while • • •  is 
asserted" refers to  the interval between the assertion and the 
negation of a signal. While asserted, a signal is in the logically 
true state. 

. "  or " at the negation of • • •  " The terms " the negation of • 
signify the transition from 
state; t he term " while 
bet ween the negation and 
negated, a signal is in the 

the asserted state to  the negated 
• is negated" refers to  the interval 
the assertion of the signal. While 
logically false state. 

In tables and diagrams, a 0 may be used in place of " while 
negated" and a 1 in place of " while asserted" . 

2.2 SIGNAL TRANSMISSION 
Two of the fact ors which affect signal transmission are bus 
transmission delay time and skew. 

2.2.1 Bus Transmission Delay 
Bus transmission delay is defined as the length of time taken by a 
signal to travel from one device on the bus to  another. The delay 
is measured from the time of the assertion or negation of the 
signal at the input to the driver of the sending device to  the 
time at which the assertion or negation arrives at the output of 
the receiver of the receiving device. 

2 .  2 .  2 Skew 

2.2.2.1 Skew Definition - When two separate signals are sent from 
one device to another device, starting at the same time, there can 
be a time difference in the receipt of these signals by the second 
device, even if similar circuitry and transmission medium are 
used. This time difference ( or time uncertainty) is called skew. 
It is caused mainly by the variation in the transmission delay 
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-
time through the Unibus drivers and receivers, and by non-un i form 
load ing by d evices connected to the Unibus. (See the sketch 
below.} 

SENDING IRECE IV I NG 
DEVICE UN I BUS !DEV I CE 

I 

J I -=-

-=-

; _i  
2 _i  

3 

4 I 
I I SKEW I S  TIME 

� jE- DIFFERENTIAL 
D=DRIVER AT OUTPUT OF 
R=RECE I VER RECEIVERS 

Skew i s de f i n e d , for the p u r po s e s of t h i s s p e c i f i c a t i on , as the 
max i mum  poss i ble d i fference of t i me of arrival at the outpu t  of 
any two bus rece i vers i n  a dev i ce of a s ingle s i gnal appl i ed to  
the i nputs of  two correspond ing bus dri vers i n  another dev i ce . 

Maxi mum s kew on the Un i bus i s  defi ned to be 75 nanosecond s .  Th i s  
i ncludes the effects o f  drivers , recei vers , and cables . The 
drawi ng below i llus trates the d ef i n i t i on of s kew . 

2.2.2.2 Deskew Defi n i t i on - To des kew i s  to i n trod uce a delay i n  
a circu i t  to compensate for s kew . 

A master i s  respons i ble for des kewi ng on all data trans fer 
transact i ons w i th the except i on of i n t errupt . The arbi trator and 
i nterrupt f i eld in g  processor are respons i ble for des kewing on 
i n t err upt tran sact i ons . The arb i trat or i s  respon s i ble for 
deskewi ng on pri ori ty arbi trat i on transact i ons . The amount of 
log i c  elements requ ired i s  thus m i n i mi zed , s i nce slave devi ces are 
general! y more numerous than master devi ces i n  a system . Al so , 
there are only one arbi trator and one interrupt f i eld in g  processor 
on a bus , but , typ i cally, more than one master devi ce . 

All delays speci fied i n  thi s document refer to  ass ert i ons or 
negat i ons at the i nput to Un i bus dri vers , and not to  a s i gnal that 
may be one or more gate delays away i ns i de the devi ce . Part A of 
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the following sketch shows an example of correct gating of data 
lines and a delayed control signal (MSYN ) ;  part B is an example of 
incorrect gating, because the inverters will not all have the same 
propagation delay, thus introducing additional skew . 

STROB 

A, CORRECT 

-D00 
I 
I 

I 
Dl5 

MSYN STROBE 

D=DR I VE R  

2. 2. 3 Types of Unibus Signal Lines 

SYN 

B ,  I NCORRECT 

Three types of signal lines are used on the Unibus and are defined 
below. (See Figure 2-1. ) 

NOTE 
The drivers and receivers are considered 
part of the Unibus and NOT part of the 
device or processor in which they are 
physically located. 

2. 2. 3.1 Type-1 Line - A Type-1 line is the transmission medium to 
which device and proces sor outputs are connected in a wire-OR 
configuration by bus drivers; device and processor i nputs are also 
connected to the wired-OR by bus receivers . A line of this type is 
terminated at both ends of the Unibus by a resistor to + 5  Vdc and 
another to ground. A device or processor may have both drivers and 
receivers; only drivers or only receivers connected to a Type-1 
line . 

Type-1 lines are used by all Unibus signals with the exception of 
NPG, BG 7, BG 6, BG 5, BG 4, AC LO and DC LO. 

2. 2. 3. 2 Type-2 Line - A Type-2 line is a trans mission medium in 
which a signal asserted or negated by the arbitrator is received 
only by the device electrically closest to it on that line. This 
device, in turn, depending upon its internal condition, either 
trans mits or does not trans mit the signal to the next device on 
the same line. Each segment of a Type-2 line is terminated at the 
receiver end by resistors to ground and to + 5  Vdc. 

Type-2 lines are used by Unibus grant signals: NPG, BG 7, BG6, BG 5, 
and BG4 .  
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Fi gure 2-1. Types of Unibus Lines 
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2 . 2 . 3 . 3 Type- 3 Line - A Type- 3 line is a transmission medium used 
by AC LO and DC LO signals . Power supply and processor outputs are 
connected in a wired-OR configuration, terminated at both ends of 
the Unibus by a resistor and a capacitor in parallel to +5 Vdc . 
The power supply uses s pecial drivers for AC LO and for DC LO . 

2.3 PRIORITY ARBITRATION SECTION 
Twelve signal lines are used on the priority arbitration section 
of the Unibus . Transactions on this s ection of the bus are between 
the priority arbitration network and devices that need to become 
bus master . A reques t (NPR or BRn) is asserted by one or more of 
these devices . The arbitrator issues a grant ( N PG or BGn) for the 
highest priority device requesting the bus, and the requesting 
device physicall y closest to the arbitrator at this priority level 
accepts and acknowled ges the grant by asserting SAC K .  When the 
current data transaction is ended, the master releases the bus by 
negating BBSY, the new master asserts BBS Y  and starts its data 
eye le ( s) • 

Requests are transmitted on Type-1 lines and grants on Type-2 
lines ( Paragraph 2. 2. 3) . 

A device that receives a grant and does not require the use of the 
data section of the bus retransmits the grant to the next device 
on the same grant line . This is known as "passing the grant . "  Both 
the assertion and the negation of a grant are passed by a device . 

A device that receives a grant and does require the use of the 
data section of the bus accepts the grant and does not retransmit 
it . This is called "blocking the grant . "  

If a grant is not acknowledged by any device, the grant is 
cancelled. This is done either by the arbitrator after a time out 
delay,  or by a terminator at the opposite end of the bus from the 
arbitrator . This terminator asserts SACK if  it receives a grant . 
Upon receipt of SACK, the arbitrator negates the grant . SACK is 
negated by the terminator upon receipt of this negation . In both 
cas es, a new arbitration cycle is started . If a grant is cancelled 
due to the assert ion of INIT, arbitration is not resumed unt i 1 
receipt of the negation of INIT . 

2 . 3 .1 Non-Processor Request (NPR ) 
NPR is an asynchronous signal requesting the use of the data 
section of the bus, sent to the arbitrator by a device that 
requires the use of the bus to execute data transfers . These 
trans fers are made without active participation by the processor .  
The signal is asynchronous and may be asserted at any time that 
the device is ready to start a data trans fer . NPR has a higher 
priority than processor data trans fers or any of the BR lines . 
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NPR is transmitted on a Type- 1 line. 

NOTE 
PDP-11/15 and PDP-11/20 data trans fers 
occ ur prior to NPR or BR service. 

2.3.2 Non-Processor Grant lNPG )  
NPG is a signal generated � i  the arbitrator. The assertion and the 
negation of NPG are received and optional l y  retransmitted by each 
device capable of asserting NPR. 

NPG is trans mitted on a Type-2 line. 

2.3.2.1 NPG Assertion - The assertion of NPG by the arbitrator 
informs the firs t device on the NPG l ine that has NPR active that 
it may become bus master after it has received the negation of 
BBSY, indicating that the data section of the bus has been 
rel eased. 

If a device intends to assert SACK, it bl oc ks the grant. I f  a 
device does not intend to assert SAC K, it pass es the grant. 

Priority arbitration is disabled while NPG is asserted. 

2.3. 2. 2 NPG Negation - The arbitrator ac knowledges receipt of the 
assertion of SACK by negating NPG. 

A device that is asserting SACK may not negate SAC K until it has 
received the negation of NPG. 

A device that is not asserting SACK passes the negation of NPG 
on to the next device on the NPG l ine. 

2.3.2.3 NPG Uses - One or more data trans fers ( commonl y cal led 
"NPR trans fers ") may be exec uted whil e the device is bus master. 
An interrupt must not be attempted by a device which became bus 
master by the authority of an NPG. 

2.3.3 Bus Request ( BR4 , BRS , BR6 , BR7 )  
A bus request is an asynchronous signal, requesting the use of the 
data section of the bus. This signal is sent to the arbitrator by 
a device that requires the use of the data section of the bus to 
exec ute data trans fers ( commonly cal led "NPR trans fers") , or an 
interrupt transaction, or both of these. Onl y  one interrupt 
transaction may be exec uted under a single grant. This interrupt 
transaction must be the l ast data trans fer under that grant. 

BR4, BRS, BR6, and BR7 are transmitted on Type- 1 lines. 

2.3.4 Bus Grants (BG4 , BG S , BG6 , BG7 ) 
A bus grant is a signal generated by the arbitrator. The assertion 
and the negation of this signal are received and optional l y  
retrans mitted by each device c apabl e o f  ass erting the 
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corresponding BR line (BRn) . The arbitrator g uarantees that a BG 
is never asserted unles s the proces sor that receives interrupts is 
ready to accept an interrupt vector at that level. 

BG4, BG5, BG6 and BG7 are transmitted on Type-2 lines . 

2 . 3 . 4 .1 BG Assertion - The assertion of BGn by the arbitrator 
informs the first device on the BGn line which has BRn active that 
it may become bus master after it has received the neg at ion of 
BBSY, indicating that the data section of the bus has been 
released. 

If the device intends to assert SACK, it blocks the grant. If the 
device does not intend to assert SACK, it passes the grant . 

Priority arbitration is disabled while BGn is asserted. 

2.3.4.2 BG Negation - The arbitrator acknowledg es receipt of the 
assertion of SACK by neg ating BGn. 

A device that is asserting SACK may not neg ate SACK until it has 
received the neg ation of BGn. 

A device that is not asserting SACK passes the neg ation of BGn 
onto the next device on the BGn line. 

2.3.5 Selection Acknowledged ( SACK) 
SACK is a sig nal sent to the arbitrator by a device that has 
received a grant. 

SACK is transmitted on a Type-1 line. 

2.3.5.1 SAC K  As s ertion The as s ertion of SACK  is  the 
acknowledg ment by a device that it has accepted a grant. Priority 
arbitration is disabled while SACK is asserted. 

2.3.5.2 SACK Negation - The neg ation of SACK allows the start of 
a new priority arbitration cycle. The neg ation of SACK signifies 
that the master has almost finished using the data section of the 
bus . 

2 . 3 . 6 Bus Busy ( BBSY ) 
BBSY is a sig nal sent by a bus master to all other bus devices . 

BBSY is transmitted on a Type-1 line. 

2.3.6.1 BBSY Assertion - While asserted, BBSY informs all devices 
on the Unibus that a master exists . During this time no device 
other than the master may assert BBSY, MSY N, INTR, or use the A or 
C lines . The D lines may be used only by the master or by the 
slave designated by the A lines . SSY N  may be asserted only by the 
slave, al thoug h it may or may not be neg ated before the master 
neg ates BBSY . Other devices, however, may use other sig nal lines 
in the priority arbitration section of the bus . 
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2 . 3 . 6 . 2 
section 
master) • 

BBSY Negation - While negated, BBSY means that the data 
of the bus is not being used (that there is no bus 

2 . 4  DATA TRANSFER SECTION 
Forty-one s igna 1 1 ines a re used for data transfer . In a data 
transfer, one device is a bus master and controls the transfer of 
data to or from a slave device . 

All signals in the data transfer section are transmitted on Type- 1 
1 ines . 

2 .4 . 1  Data L i nes  (D<l S : 00 > )  
The 16 data lines contain the word of information that is being 
transferred between the master and the slave devices . A word 
consists of two eight-bit bytes . The low order byte contains bits 
0 0  through 07 and the high order byte, bits 08  through 15. 

The bit format is as follows: 

HIGH OR�R BYTE LOW OR� BYTE 

( ,r 1 

(
5 14 1 3 1 2  1 1 1@ @908 @7o/6 @5 y4y3y2 01 0

j 
_ 1 1 1 1 1 1 1 1 1 1 1 1 1 1 I _ 

L MSB lLSB 

2 . 4. 2  Address Lines (A< l7 : 01 > )  
The 18 address lines carry the 18 A bits from the master during a 
data transfer transaction . These bits specify a location . The 
device which contains the specified location responds as the slave 
for this data transaction . 

The address format is as follows: 

1116 1 5 14 1 3  12 1 1 1y ygys 0706 0504 0302 0100 

1 1 1 1 1 1 1 1 1 I I I I I I I 1 1 I 

LMsB LsB 
LSB=0 SELECT LOW ORDER BYTE 
LSB=l SELECT HIGH ORDER BYTE 

The 17 address lines A<l7: 0 1> specify a unique location. All 
locations contain a 16 -bit word which is at an even address . A 
byte is half a word . In byte operations, bit A00  specifies which 
byte is being addressed . If a word is located at address X where 
X is even (i. e . ,  its LSB=0 ) ,  the low order byte is addressed at X, 
and the high order byte at X plus 1. 
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2 . 4 . 3 Control Lines ( C0 ,  C l )  
These  s ignals are sent by the mas ter to the slave and indicate one 
of four po ss i ble data transfer o perat i ons . They are sho wn in the 
followi ng chart . 

NAME MNEMONIC* C l  

Data In DATI 0 

VALUE 
( C  Line s )  

FUNCTION C 0  

0 One word of data from slave to 
master .  

Data In, Pause DAT IP 0 1 Same as 
restore 
read-out  
fol lo wed 
the same 

DAT I, but  i nh i b i t s  
c ye 1 e i n d est  r uc t iv  e 

dev i ces . Mus t  b e  
b y  DATO o r  DATOB t o  
locat i on .  

Data Out DATO 1 0 One word of data from master  
to slave . 

Data Out, Byte DATOB 1 1 One byte of data from mas ter 
to slave 
Data transferred on: 
D <15: 0 8 >  for A00 = 1  
D < 0 7: 0 0 >  for A00 =0 

*The no tat i ons " DATI/P " and " DATO/ B" are equ ivalent to " DAT I or 
DATIP "  and "DATO or  DATOB . "  

NOTE 
The d i rect i on of data transfer i s  always 
specif i ed wi th reference to the mast er 
dev i ce ;  data- i n  i s  from slave to mas t er , 
and data-out i s  from master to slave . 

2.4.3.1 Data-In Transacti ons - The DAT I and DATIP transact i ons 
request transfer of data from a slave to a master .  Bo th 
transact i ons use the D lines to carry the data . These transact i ons 
are always a full word transfer, i . e . , the slave places the data 
on D <l5: 00 > .  If the mas ter wants only one byte, i t  mus t re tri eve 
the data from the pro per lines:  lo w order byte from D<0 7: 0 0 > ;  h ig h  
order byte from D <15: 0 8  > .  For these byte o perat i ons ,  the master 
should no t assert, and the slave should ignore, b i t  A00 . 

2.4.3.2 DATIP Transact i on - The DAT IP o perat i on i s  i dent i cal to 
the DAT I, except that DATIP i nforms the slave dev ice that the 
present transfer i s  the f i rst  part of a read/modify/wri te  cycle . 
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A · pause flag is set in a destructive readout device (e.g., core 
memory) which inhibits the restore cycle. The DATIP must be 
followed by a data-out cycle (DATO or DATOB) to the same word 
address . 

Since addres s bit A00  may change between a DATIP and a DATOB, the 
slave must check the bus address at the beginning of the DATOB. 
The master mus t retain bus control until this DATO/B is completed, 
i.e., he must remain bus master (assert BBSY) without interruption 
from the start of the DATIP cycle to the end of the DATO/B cycle. 
No other data transfer transaction may be executed between the 
DATIP and the DATO/B cycles. 

In nondestruc t iv e readout devices (i.e., flip-flops) , the DATI and 
DATIP are treated identically by the slave. 

NOTE 
I n  the case of locations which can be 
access ed by more than one Unib us or 
other bus ( e.g., the PDP-1 1/4 5 
semiconductor memory) , a DATI P  on one 
bus mus t  prevent the s lav e from 
responding on any other b us until the 
DATO/B c ycle has been completed. This 
is neces s ary to avoid problems in 
multiple processor systems. 

NOTE 
I f  a DATIP is followed by a DATO/B , and 
the d evice is d estructive readout, then 
the d evice takes the r esponsibility of 
r estoring the other byte . 

2 . 4 . 3 . 3  Data-Out Transactions - The DATO and DATOB operations 
transfer data from the master to the slave. A DATO is used to 
transfer a word to the address specified by A <17 : 01 >. The slave 
ignores A00 and the master places data on D <1 5 :  0 0  >. A DATOB is 
used to transfer a byte of data to the addres s specified by A 
<17 : 00 >. Line A00=0 indicates the low order byte, and the master 
places the data on lines D < 0 7 : 00 >;  A00 =1 indicates the high order 
byte, and the master places the data on lines D <1 5 : 0 8 >. 

2 . 4 . 4  Parity Error I ndicators (PA, PB) 
PA and PB are generated by a slave and received by a master. They 
indicate parity error in a device. The slave negates PA and 
asserts PB to indicate a parity error on a DATI/P; PA and PB both 
negated indicates no parity error. PA asserted and PB asserted or 
negated are conditions reserved for future use. PA and PB are not 
defined in a DATO transaction. PA and PB may be used by the bus 
master's parity error logic. 

The chart below is a summary of the possible combinations of the 
parity error indicators . 
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PA PB 

0 
0 
1 

0 
1 
X 

no error in a slave in DATI/P 
error in slave in DATI/P 
reserved 

The protocol for PA and PB is the same as that 
for D <lS: 00 >. 

2.4.5 Master SYNC (MSYN) 
MSYN is a signal issued by a bus master and received by a slave. 
It has two functions , depending on whether it is being asserted or 
negated. 

2.4.5.1 MSYN Assertion - The assertion of MSYN requests that the 
slave defined by the A lines perform the function required by the 
C lines. 

2.4.5.2 MSYN Negation - The negation of MSYN indicates to the 
slave that the master cons iders the data transfer concluded. 

2.4.6 Slave SYNC (SSYN) 
SSYN is a signal issued by a slave and received by a master. SSYN 
has two functions, depending on whether it is being asserted or 
negated . It should be noted that, in an interrupt transaction, 
the interrupt fielding processor is the slave and the interrupting 
device is the master. 

2 • 4 • 6 • 1 SS YN Assert ion In a mast e r-s 1 ave data t rans f e r , the 
assertion of SSYN informs the bus master that  the slave has 
concluded its part of the data transfer, i.e., for a DATI or DATIP 
that the requested data has been put on the D lines, and for a 
DATO or DATOB that the data on the D lines has been accepted. 

In an interrupt operation, SSYN is 
fielding processor. In this case, 
interrupt vector has been accepted 
processor. 

asserted by the 
SSYN signifies 

by the interrupt 

interrupt 
that the 

fielding 

2.4.6.2 SSYN Negation - The negation of SSYN informs all bus 
devices that the slave has concluded the data transfer. In a 
DATI/P the negation of SSYN signifies that the negation of MSYN 
has been received and the data removed from the D lines . In a 
DATO/B, the negation of SSYN means that the negation of MSYN has 
been received. In an interrupt, the negation of SSY N  s ignifies 
that the negation of INTR has been received by the proces sor. 

2.4.7 Interrupt Request (INTR ) 
I NTR is a signal asserted by 
becomes bus master to inform the 
an interrupt is to be performed 
present on the D lines . 

an interrupting device after it 
interrupt fielding proces sor that 
and that the interrupt vector is 
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INTR is negated upon receipt of the assertion of SSYN from the 
interrupt fielding processor at the end of the transaction . INTR 
may only be asserted by a dev ice which obtained bus mastership 
under the authority of a BG 4, BG5, BG 6, or BG 7 .  

2.5 INITIALIZATION SECTION 
Three signals are used in the initialization section of the 
Unibus: INIT, AC LO, and DC LO. 

2.5.1 Initialize (INIT) 
INIT may be generated by processors or arbitrators . A console 
operation may cause a processor to assert INIT . INIT may be 
receiv ed by any Un ibus d ev ice . It s purpose is to stop al 1 bus 
operations and to put all bus d evices in a known, well defined 
stat e .  

INIT is transmit ted on a Type-I line . 

2.5.2 AC LO 
AC LO is generated by all power supplies whose failure may affect 
Unibus transactions and is receiv ed by processors and arbitrators . 

AC LO is t ransmitted on a Type-3 line . 

2.5.2.1 AC LO Assertion - The assertion of AC LO informs Unibus 
d evices that the AC power input to a power supply, whose failure 
might make the  bus inoperable, has ceased t o  be wit hin 
specifications . 

2.5.2.2 AC LO N egation - The negation of AC LO informs Unibus 
d ev ices that all po wer supplies, whose failure might make the bus 
inoperable, can maintain DC power within specifications long 
enough for a complete power-up/ po wer-down sequence . 

2.5.3 DC LO 
DC LO may be generated by any Unibus d ev ice or power supply, but 
is generally issued by a processor or by a power supply, or by 
both of these . No dev ice should issue DC LO except in correct 
sequence with AC LO.  

DC LO may be receiv ed by any bus d ev ice . 
by core memories, which use it t o  
operations . 

DC LO may be used to initialize dev ices . 

DC LO is transmit t ed on a Type-3 line . 

It is typically receiv ed 
d isable t heir int ernal 

2.5. 3.1 DC LO Assertion - The assertion of DC LO informs the bus 
d ev ices t hat DC  power t o  any bus d riv ers, receiv ers or 
terminators, whose failure would make the Unibus inoperable, is 
about to fail . 

2.5. 3.2 DC LO Negation - The negation of DC LO informs the 
receiving d evices that DC power to all bus driv ers, receiv ers and 
terminators, whose failure would make the Unibus inoperable, is 
within specifications . 
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SECTION 3 

PROTOCOL 

3.1  DEFINITIONS and CONCEPTS 

3. 1 . 1 Def i n i t i ons 

3 .1 . 1 . 1  Protocol - The Un i bus protocol is a specif i cat i on that 
d ef i nes the p r o ced ures  tha t must be use d d u r i n g  all bus 
t ransact i ons. 

3. 1 . 1 . 2  Transact i on - A t ransact i on is  a sequence of s ignals 
which comple tes a log i cal un i t  of act iv i ty on  the Unibus. 

3 .1 . 1 . 3  Bus Cycle - A bus cycle , o r  data t ransfer cycle , i s  the 
t ransfe r of one wo rd between a master and a slave. The cycle 
starts at the t im e  that the maste r  puts the add ress and cont rol 
b i ts on the A and C lines ,  and ends  when the maste r  r emoves these 
bi ts from the li nes. 

3. 1 . 1 .4 Mult i ple Cycle Transact i on - A t ransact i on may consist of 
one o r  more  bus cycles. Fo r example ; a data- i n  bus cycle ( DATI) 
is a t ransact i on ,  and a read/mod ify/wr i te sequence (DATIP-DATO/B) 
is  a s i ngle t ransact ion  consist ing of two bus cycles. 

3 .1 . 1 . 5  Pri or i ty Arbi tration Sequence - A pr i o r i ty arbi trat i on  
sequence is  a t ransact ion  dur ing which a dev i ce is  selected as 
next bus maste r. No actual bus t ransfer is  perfo rm ed , o nly 
select i on of the next bus master. P r i o r i ty arbi t rat ion  is  
controlled by  the arbi t rato r . 

3. 1 . 2  Uni bus Ope rat i on ( F igure 3-1 ) 
Th ree facts must be take n i nto  accoun t to unde rstand the operat i on 
of the Un ibus :  

a. A d ev i ce that has been designated as next 
controls the ope rat i on of the arbi t rator , 
while asse rted , d isables the arbi t rator. 

bus maste r  
i .e., SACK , 

b. In the sam e manner , a bus master  controls the data 
sect i on of the bus , i.e. ,  no other device may control 
this sect i on un t i 1 the maste r  r e  leases i t.  BBSY , whi le 
asse rted , proh i bi ts any device wi th the except i on of the 
maste r and the designated slave from usi ng the data 
sect i on of the bus. 
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c. Priority arbitration and data trans fer may be executed 
simultaneously on the Unibus . This is shown in Figure 
3 -1. Dev ice N requests the use of the data s ect ion of 
the bus . (A device may do this at any time.) No action 
will be taken on this request until such time as device 
N -1, the current bus master, releases the arbitrator. 
When this is d one, if no requests of a priority 1 evel 
higher than that of device N are pending, device N is 
selected as next master. At this time, device N controls 
the arbitrator and d evice N-1 still controls the data 
section of the bus. 

the 
the 
Th e 

The arbitration sequence begins at the time of 
release of the arbitrator by device N-1 and end s with 
s election of  d evice N as next bus mas ter. 
arbitration s equence can take place while the 
trans fer by device N-1 is still being executed. 

data 

Device N -1 releases the data section of the bus when its 
data trans fer is complete. Device N then becomes bus 
master and starts its own data trans fer. Dev ice N now 
controls both the arbitrator and the data section of the 
bus . 

NOTE 
To ensure optimal operation o f  the 
Unibus, the next master should be 
s elected before the current mas ter 
releases the data section. The current 
master s hould releas e the arbitrator 
before it releases the data section. 
Enough time should be allowed between 
the release of the arbitrator and the 
release of the data section to per■i t 
the s election of the next master. 

3.1.3 Priority Structure 
The use of the data section of the bus is granted to requesting 
d evices in accordance with the priority assigned to each one. The 
priority of a device is a function of (1) the priority level 
assigned to the device, and (2) its electrical position on the bus 
with respect to other devices of the same priority level (Figure 
3- 2 )  • 

3.1.3.1 Bus Device Priority Levels - Five priority levels are 
available for assignment to al 1 bus devices capable of becoming 
bus mas ter, with the exception of  the interrupt fielding 
processor. These levels are called: Level NPR, Level 7, Level 6, 
Level 5, and Level 4. 
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NOTE 
The PDP- 1 1 / 1 5  and PDP- 1 1/20 processo r s  
have only two pr i o r i ty l eve l s :  NPR and 
BR . An option ( KF l l )  a l l o w s  t h e s e  
processors to use all four BR priority 
l evels . 

3. 1 . 3. 2  Request L i nes - Five Type-1 signal lines, calle d "request 
lines, " correspond to these priority levels : NPR, BR7, BR6, BRS, 
and BR4.  A device that requires the use of the data sect ion of 
the bus asserts a request on one of these lines. This request is 
received by the arbitrator. 

A device may be assigned to more than one priority level. A 
typical combination is a device which uses NPR to transfer data 
and a BR to interrupt the processor at the end of a data block. 

3. 1 . 3. 3  I nte rrupt Fie lding Proce ssor Priority Leve l s  - The 
arbitrator monitors the priority level of the interrupt fie lding 
processor. There are five .re levant interrupt fielding processor 
levels: Le vels 7 through 4 and Le vel <4 . 

3. 1 . 3. 4  Grants - If no request at a level higher than the current 
interrupt fielding processor level is being received at the 
arbitrator, the data section of the bus is available to the 
processor; the arbitrator, howe ver, may issue a grant at the level 
of the highest priority active re quest if the interrupt fielding 
processor is not at a higher priority le vel. A grant is a signal 
that informs a re questing device that it may become bus master 
after the current master rele ases the data section of the bus. An 
NPG (Non-Processor Grant) may be issued in response to an NPR, a 
BG7 (Bus Grant 7 )  in response to a BR7, a BG6, BGS or BG4 in 
response to BR6, BRS or BR 4 .  The order of priorities is as 
follows: 

Highest Priority: Le vel NPR 
Interrupt Fielding Processor 
Leve l 7 
Interrupt Fielding Processor 
Leve l 6 

Interrupt Fielding Processor 
Leve l 5 
Interrupt Fielding Processor 
Leve l 4 

Lowest Priority: Interrupt Fielding Processor 

NOTES 
1 .  The interrupt fielding 

at ce rtain times, 
granting of BG7 
( Paragraph 3. 2. 2. 4) . 

processor may, 
pre v e nt th e 

t hrough BG 4 

2. PDP-11/1 5  
transfers 
service . 

and PDP- 1 1/2 0  data 
occur prior to NPR or BR 
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3. 1. 3. 5 T r ansmission of G r ants A grant asserted by  the 
arbitrator is received by the first device on the bus assigned to 
the same priority l evel as the grant. If this device is 
requesting the use of the data section of the bus at that l evel , 
it acknowl edges receipt of the grant by asserting SACK and bl ocks 
the grant. If the device is not requesting the use of the data 
sect ion, it passes the grant on to the next device of the same 
priority l evel . This procedure is repeated until a device accepts 
the grant or until the end of the bus is reached. In this l ast 
case, the grant is cancelled. 

3. 1. 3. 6 Cancell ation of Grants - If a device 
then negates it before receiving a grant, and 
the same priority l evel accepts the grant, 
cancel led by  the arbitrator. ( See Notes 1 
Paragraph 3. 2. 2. 2.) 

asserts a request, 
no other device at 

the grant will be 
and 2 to step 6, 

Th i s may be caused by a program wh i c h en a b 1 e s , then d i s a b 1 e s a 
device. It may al so be caused by a hardware interface which does 
not provide the means to latch a request, which may then be l ost. 

NOTE 
Pr ogramming and hardware design 
practices which result in cancell ation 
of grants are not recommended, since 
these practices slow down the operation 
of the Unibus. 

3. 1. 3.7 Summary 

a. The priority of a device on the Unibus is determined by 
two factors: ( 1 )  the priority l evel assigned to the 
device, and ( 2 )  its electrical position relative to the 
other devices of the same priority l evel on the bus. 

The first of these factors is more important because no 
device may use the bus until it has received a grant, and 
a grant is issued onl y to the highest priority l evel 
request l ine that is asserting a request for the use of 
the bus. Onl y the devices at the priority level of this 
grant may obtain the use of the bus. Thus, the priority 
level assigned to a device is the primary factor in 
determining whether or not this device obtains the use of 
the bus. 

On 1 y after the grant has been i s sued by the a r bi t rat or 
may a device obtain this grant. The requesting device 
electricall y  closest to the arbitrator on this grant l ine 
accepts, acknowl edges and b l ocks the grant, thus 
preventing the other devices on this grant line from 
using this grant. Thus, electrical proximity to the 
arbitrator is the secondary factor in determining the 
priority of a device. 
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b. The arbitrator does not know which devices are requesting 
grants , nor their physical position on the bus: the 
reques ts that it receives on the five reques t  lines may 
be asserted by more than one device on each line at the 
same time. 

c. The arbitrator does not know which of the devices at the 
level at which a grant is iss ued is using this grant, nor 
the physical position of this device on the bus. 

d. To receive grants , all devices capable of becoming bus 
maste� must be physically located on the same side of the 
arbitrator on the bus ,  due to  the requirement that s uch a 
device receive and retransmit all grants at its priority 
level. 

Paragraph 3.1.3 . 8  
arbitration. 

gives an exam ple of p riorit y  

3 .1.3 .8 E xample of Priority Arbitration - In Figure 3 -3 devices A 
through E are assigned to the several priority levels as follows: 

Device A to Level 6 
Device B to  Level 4 
Devices C, E to Level 5 
Device D t o  Level NPR and Level 5 

Their physical pas it ion on the bus is as shown on the drawing, 
with device A clos es t  to  the arbitrator and device E t he farthes t 
away from the arbitrator. The effective priority level of devices 
A through E is as follows: 

1 .  Device D, Level NPR 
2. Device A, Level 6 
3. Dev ice c ,  Level 5, 1st  in line 
4. Device D, Level 5, 2nd in line 
5. Device E, Level 5, 3 rd in line 
6 .  Device B, Level 4 

It should be noted that device D has the highes t priority at its 
NPR level, but  is fourth at its L evel 5. Also, device B is in the 
second physical position on the bus but has the lowes t priority. 

3 .1.4 Not e  on Timing Diagrams 
Arrows on the timing diagrams show causal relationships between 
signals. A timing s pecifice �ion may be inserted into an arrow. 
For example, an arrow with the no tation: "7 5 ns mi'n." inserted 
into it, pointing from signal A to signal B signifies that signal 
B follows signal A, but not before a minimum delay of 75 
nanoseconds has elapsed. 

L EGENDS: "asserted, " "negated, " and "either asserted or negated" 
are sel f- ex planatory. "Defined" refers t o  the A, C and D lines 
received by a device after having been asserted in a valid 

3-7 



ARB ITRATOR 
t.----- N P R  

�---- BR7 

�-----,,.-- BR6 

�---� BR5 

BG7 -;)ll'-�----+-+----++------fil-----+-+----+--➔ 

BG6 ___ , 

BG5 �r-------+---� 

BG4 �-------,, 

Figure 3 -3. Ex ample of Priority Arbitration 

3-8 



con figuration by an other d evice; the slan ted lines at the 
beginning and/ or end of the undefined period s represent skew time. 
" Undefined " and " irrelevant" are used only in Paragraph 5.4. 
"Un defined " means that the line may be either asserted, negated, 
or be in some intermediate state because the DC power is coming up 
or going down. "Irrelevant" signifies that the state of the line 
is of no concern at the time. 

All the timing diagrams that follow in this section show timing at 
more than one device. With the except ion of Figure 3-13 ( Typi ea 1 
Power Up/Down Sequence) , these device timing diagrams should be 
considered independent of each other. 

3 .2 PRIORITY ARBITRATION TRANSACTIONS 

3 . 2.1 Introduction 
Parag raph 3.2.1.1 describes priority arbitration transactions in 
g eneral terms. Paragraph 3.2.2 describes NPR , and BR 7, BR 6, BR S, 
B R 4  inter rupt transactions in detail .  

It is assumed in all the descriptions in this paragraph that the 
arbitrator is allowed to issue a grant of the level at which the 
request is made. This implies: (1 ) that no device 
a priority level higher than the level of the 
consideration is present at the arbitrator, and 
present priority level of the interrupt fielding 
lower than the priority level of the request under 
Priority arbitration is discussed in Paragraph 
specification. 

request having 
request under 
(2 ) that the 
processor is 

consideration. 
3.1. 3  of this 

3 .2 . 1 . 1 General Description ( Figure 3-4)  - At the start ( top) of 
Figure 3-4, device 1, having been granted the use of the data 
section of the bus, asserts BBSY and becomes bus master. After a 
time, device 1 negates SACK. The arbitrator is enabled when it 
receives the negation of SACK, and a new priority arbitration 
sequence starts. When the request from device 2 reaches the 
arbitrator, a grant of the same priority level as the request is 
asserted . The assertion of this grant disables the arbitrator, 
and the request from device 3 is ignored. Device 2 acknowledges 
the grant by asserting SACK. Receipt of the assertion of SACK 
keeps the arbitrator disabled. Device 2 is now designated as next 
bus master. 

The arbitrator acknowledges the receipt of the assertion of SACK 
by negating the grant. This action signals the end of the 
arbitration sequence. 

Device 1 ends its data transfer and relinquishes the bus by 
negating BBSY. 

As soon as device 2 has received the negation of BBSY, 
becomes bus master, asserts BBS Y, and starts its data 
cycle. 
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Requests are not honored by the arbitrator while a grant is 
as s erted , nor while the as s ertion of  SAC K is s een at the 
arbitrator. The request from device 3 is an example of this. 

A priority arbitration sequence may or may not occur at the same 
t i me as a data t rans f e r c ye 1 e . In the case o f de v i c e s 1 a n d 2 
above , it does . The arbitration sequence for device 3 ,  however , 
does not start until the data trans fer by device 2 is almost 
ended . 

All Un ibus signals used in the above sequence are transmitted on 
Type-1 lines , with the exception of  the grants , which are 
transmittd on Type-2 lines. Thus , a grant asserted by the 
arbitrator is received by the first device on the bus wired to 
this particular grant line. If this device requires the use of 
the data section of the bus at this time , it blocks the grant and 
asserts SACK. If the device does not require the use of the data 
section of the bus upon receipt of the assertion of a grant , it 
asserts ( passes) the grant , which is then received by the next 
device of the same priority level on the bus . A device may not 
accept a grant ( assert SACK) after it has passed the grant. 

3.2.2 Detailed Description : Priority Arbitration Transactions 

3.2.2.1 Pre l i m i nary Cond itions - The arbitrator respond s to 
signals from bus devices requesting the use of the data section of 
the Unibus , and to enabling signals from the interrupt fielding 
processor. 

The signals from the bus devices that need to become bus master 
are defined in Section 2 of this specification. 

The interrupt fielding processor prohibits the arbitrator from 
issuing BGs d uring an interrupt transaction and for such time 
after this transaction that the interrupt fielding process or is 
determining its new priority level. The interrupt fielding 
processor cannot service , and the arbitrator may not grant , any 
more BGs unt i 1 the interrupt field ing processor has established 
what this new level is and saved the old level. This sequence 
typically requires four bus cycles , after which the arbitrator is 
again allowed to grant BGs at a level higher than that of the new 
interrupt field ing processor level. 

The "Grant Status" lines on the timing diagrams show which types 
of grants may be issued by the arbitrator at any given time d uring 
the arbitration sequence. 

3.2.2.2 Detailed Description : NPR Arbitration Sequence The 
numbers of the steps in this paragraph correspond to the numbers 
on Figure 3 -5. 

1. The requesting device asserts NPR. 

2. After a propagation delay , the assertion of NPR is 
received by the arbitrator. 
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3. If the negation of SACK from the previous priority 
arbitration sequence has been received by the arbitrator 
for at least 75 nanoseconds , the arbitrator asserts NPG 
and the arbitration process is stopped. 

NOTES 
1. No grants may be issued by the 

arbitrator whil e SACK is asserted, 
and for a minimum of 75  nanoseconds 
after receipt of the negation of 
SACK. 

The delay ensures that the negation 
of NPR or BR from the prev ious 
arbitration sequence has arrived at 
the arbitrator before arbitration is 
resumed. This prevents the issue of a 
grant in response to the request from 
the previous arbitration sequence in 
the case that the request is negated 
at the same time as SACK . ( See S tep 
5 . )  

In the case of a singl e wo rd 
transfer , the master typical l y  
negates S ACK immediatel y  after 
asserting BBS Y . The SACK del ay 
ensures , in this case , that the 
assertion of BBSY is sensed before 
the negation of SACK . This prevents 
the interrupt fielding processor from 
asserting BBSY upon seeing the bus 
free . 

2 .  No other grant (NPG or  BG ) may be 
issued by the arbitrator while an NPG 
is asserted. 

4 .  After a propagation delay , NPG is received at the 
requesting device . 

5. The requesting device then asserts SACK. In the case of 
a singl e  word transfer , NPR must be negated by the 
requesting device after the assertion of SACK , but before 
SACK is negated. If another transfer is required after 
the curren t one , NPR may remain asserted. 

6 .  After a propagation delay , the assertion of SACK is 
received at the arbitrator . 
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NOTES 
1 .  I f  the assertion of SACK i s  not 

received by the arbitrator during a 
specified time after its assertion of 
NPG ( ti■eout delay) , NPG is negated 
and arbitration resumes . (See 
Paragraph 3 . 1 . 3 . 6.)  The ti■eout delay 
is typically 5 to 1 0  microseconds . 

2. Systems ■ay avoid the ti■eout delay 
by having, at the end of the bus 
opposite to the arbitrator, a 
terminator that asserts SACK i f  it 
receives the assertion of NPG. 

The arbitrator, upon receipt of the 
assertion of SACK, negates NPG. The 
negation of NPG i s  propagated along 
the bus to the ter■i nator, wh i e h  
negates SACK upon receipt of the 
negation of NPG. Steps 1 1  and 1 2  
below are then executed. 

7. The arbitrator then negates NPG. 

8. After a propagation delay, the requesting device receives 
the negation of NPG. 

9. After receiving the negation of BBSY the requesting 
device asserts BBSY. The requesting device becomes bus 
master at the time of its assertion of BBSY, and starts 
its data transfer c ycle (s) . (See Paragraph 3.3.) 

1 0. After it has asserted BBSY and at some time before it has 
finished transferring data, the bus master may negate 
SACK, if it has received the negation of BGn. 

NOTES 
1 .  I f  a single wo rd trans fer is 

intended, a device typically asserts 
BBSY and negates SACK at the same 
time . 

2 .  The master must not negate SACK prior 
to its receipt of the negation of 
NPG. This provides the interlock that 
ensures that the arbitrator has 
received the assertion of SACK . 

1 1. After a propagation delay, the arbitrator receives the 
negation of SACK. 

12 • Th e a r b i t r a to r w a i t s a m in i m um o f 7 5 nanosecond s , then 
resumes arbitration. See Note 1, step 3. 
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1 3 • At the end of i t s 1 a s t d a ta t rans f e r c ye 1 e , the mast e r 
waits at l east 75 nanoseconds after negating MSY N, then 
removes any A, C, D, bits it has put on the bus. It then 
negates BBS Y, thus releasing the bus. SACK must be 
negated before BBSY may be negated. 

3.2.2. 3 General Description : Interrupt Transaction - A bus master 
that has obtained control of the data section of the Unibus 
Ulro ugh a BRn-BGn a rbi t rat ion transact ion may issue an interrupt 
command to the interrupt fiel ding processor. This forces entry 
into a subprogram whose vector is given to the interrupt fielding 
processor by the bus master. The vector is asserted on the D 
l ines. 

Figure 3 -6 shows the interaction between m aster, interrupt 
fiel ding processor, and arbitrator for a typical interrupt 
transaction. A bus master puts the vector on the D l ines and, if 
SSY N  is negated, asserts INTR and negates SACK if BGn is negated. 

The interrupt fiel ding processor, upon receipt of the assertion of 
INTR, delays to deskew the D 1 ines, then strobes the vector and 
asserts SSYN. 

Upon receipt of the assertion of SSYN, the master removes the 
vector from the D l ines and negates INTR and BBS Y. 

When the interrupt fiel ding processor receives the negation of 
INTR, it negates SSY N. 

Upon receipt of the assertion of INTR, the arbitrator ceases to 
issue BGs. It grants no BGs until authorized to do so by the 
interrupt fiel ding processor. NPGs, however, m ay be granted during 
this time. 

3.2.2.4 Detailed Description : BR Interrupt Arbitration Sequence -
The numbers of the steps in this paragraph correspond to the 
numbers on Figure 3 -7. 

1. The requesting device asserts BRn. 

2. After a propagation delay, the assertion of BRn is 
received by the arbitrator. 

3. If the negation of SACK from the previous priority 
arbitration sequence has been received by the arbitrator 
for at l east 75 nanoseconds and if the interrupt fiel ding 
processor is ready to accept an interrupt vector at the 
l evel of the interrupting device, the arbitrator asserts 
BGn and the arbitration process is stopped. 
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NOTES 
1 .  N o  gr ants may b e  issued by  the 

arbitrator while SACK is asse rted, 
and for a minimum of 75 nanoseconds 
afte r r e ceipt of the negation of 
SACK. 

The d e l ay ensures  that the ne gation 
of NPR or  BR f r om the previ ous 
arbitration sequence has ar rived at 
the arbitrator before arbitration is 
resumed. This prevents the issue of 
a grant in response to the r e quest 
f r om the p r evious ar b it r ation 
sequence in the case th at the 
request is ne gated at the same time 
as SACK. See  Step 5. 

In the case of a sin gl e  wor d 
t r ansfe r, the maste r typical l y  
ne gates S A CK imme d iate l y  afte r 
asse r tin g BBSY. The SACK d e l ay 
ensu r e s, in this case, that the 
asse rtion of BBSY is sensed befor e 
the ne gation of SACK . This prevents 
the inte r rupt fie l d in g  p r oce ssor 
from asse rting BBSY upon seeing  the 
bus free.  

2 .  No othe r grant (NPG or  BG ) may be 
issued by the arbitrator whil e a BG 
is asse r ted. 

4 .  Afte r a p r opagation d e l ay, BGn is r ece ive d at the 
requesting device . 

5 .  The requesting device then asse rts SACK. In the case of a 
singl e  transaction, BRn must be negated by the re questing 
device afte r the asse rtion of SACK, but before SACK is 
negated . If anothe r transact ion is required afte r the 
cur rent one, BRn may r emain asse rted . 

6 .  Afte r a propagation delay, the asse rtion of SACK is 
r eceived at the arbitr ator . 

NOTES 
1 .  If the asse rtion of SACK is not 

r eceived by the arbitrator during a 
specified time afte r its asse rtion 
of BGn ( t i meout d e l ay) , BGn is 
n e gate d  and a r b it r ation r e sume s 
( Par agr aph 3. 1. 3. 6 ) . The t i meout 
d e l ay is typical l y  5 t o  1 0  
mi croseconds. 
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2 .  Systems may avo i d  the t imeout de l ay 
by having , at the end of the bus 
o ppo s i te  to th e a r b i t r ato r , a 
te r■ i nato r that asserts SACK i f  it  
r ece ives the assert i on of  BGn. The 
a r b i t r ato r , upo n r ece i pt of th e 
assert i on of SACK , negates BGn. The 
negat i o n  of BGn i s  propagated a long 
the bus to the te rmi nato r , wh i ch 
negate s SACK upon r ece i pt of the 
negation of BGn. Steps 11 and 1 2  of 
Paragraph 3.2.2.2 (NPR Sequence) are 
then executed. 

7. The a rbitrato r then negates BGn. 

8. Afte r a pro pagat i on delay, the r equesti ng dev i ce r ece ives 
the negati on of BGn. 

9. Th e r equesti ng dev ice, afte r r ece iv ing the negation  of 
BBSY, asserts BBS Y. The reque sti ng dev i ce becomes bus 
maste r at the time of its assert i o n  of BBSY. 

1 0. The bus ma ster , wh ich must have been gr anted the use of 
the data sect i on of the Un ibus by a BG but not by an NPG, 
puts the i nte rrupt vecto r on the D li nes. 

1 1. Afte r the maste r r ece i ves the negation  of SSYN (wh ich i s  
typi cally alr eady negate d) , it  asserts I NTR. Afte r th e 
maste r has  asse rted INTR and rece ived the negat i o n  of BGn 
it negates SAC K. 

NOTES 
1 .  I NTR must be asse rted befo r e  SACK i s  

negated to ensur e r ece i pt of the 
assert i o n  of I NTR befo r e  the end of 
the SACK d e l ay at the a rb itrato r. 

2 .  

The SACK d e l ay compensates fo r skew 
betw e e n  I NTR and  SACK at th e 
a rbitrator. 

The ma ste r 
pr i o r  to its  
of BGn. This 
that ensure s  
r ece ived the 

must n o t  n e gate S AC K  
r ece i pt o f  the neg at i o n  
prov ides  the i nte r l ock 

that the a rb itr ato r has  
a s s e rt i on of  SACK . 

3. The master ■ay a l ready have negated 
INTR or BBSY ( Step 16 below) by the 
tiae it r ece ives  the neg at i o n  of BGn 
( not typi cal , but pos s i bl e ) . In th i s  
case, the ■aste r negate s SACK when  
the negati o n  of  BGn i s  r ece ived. 
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12. After a 
interrupt 
INTR. 

pro pag a t i on de lay, 
fielding processor 

the arbi trator  and the 
rece ive the assert i on of 

1 3 • Th e i n t e r r up t f i e 1 d in g process o r w a i t s f or at 1 eas t  7 5 
nanosecond s  (vector deskew) , then strobes the vector from 
the D l i nes. 

NOTE 
The vector deskew compensates for the 
skew between I NTR and the D l ines at the 
interrupt f i e l d ing processor . 

1 4. The interrupt fielding processor assert s SSYN. 

15. Af ter a pro pag a t i on de lay, the ma s ter rece i v e s  the 
assert i on of SSYN. 

1 6 . The master then removes the vect or from the D 1 ines and 
then negates I NTR. The mas ter then typ i cal l y  negates 
BBSY. Th i s  cons t i tutes act ive release of the data sect i on 
of the bus by the master. 

1 7. Af ter a 
interrupt 
INTR. 

propag a t i on de lay, 
f ield ing processor 

the arb i trator  and the 
rece ive the negat i on of 

18. The interrupt fielding processor then negates SSYN. 

1 9. After receiv ing the negat i on of SACK (Step 1 1  above) , the 
arbi trator wa i t s  for 7 5  nano seconds (SACK delay) , then 
may res ume i ss u ing NPGs, but  not BGs. 

NOTE 
Typ i ca l l y, t he i n terr upt  f i e l d i ng 
processor reads a new program co unter 
and s ta t u s  word fro m t he memory 
l ocat i ons des i gnated by the i nterrupt 
vect o r. Th i s  i s  done immed iate l y  
f o l l ow i ng t he i nterrup t  t ransact i o n. 
Fro m th i s  t he i nt err upt  f i e l d i ng 
processor determines i ts new pri ori ty 
level. ( See Paragraph 3 . 2. 2 . )  

2 0 . The interrupt fielding processor i nforms  the a rbi t ra tor 
that i t  may start i ssu ing BGs. 

NOTES 
1 .  Data may be transferred by a dev i ce 

that has become bus mas ter through a 
BRn-BGn sequence. In thi s case, the 
p r o cedu re i s  t he same a s  tha t  
des cr i bed fo r N P R  i n  Paragraph 
3 . 2 . 2. 2 .  
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2. A master may only execute one INTR 
transaction per BG. 

3. If a master does data trans fer ( s )  
but no interr upt transaction under 
the authority of a BG , then releases 
the data s ection, this releas e 
constitutes passive release of the 
data section of the bus. 

3.3 DATA TRANSFER TRANSACTI ONS 

3. 3.1 Data-In, DATI or DATIP 

3.3. 1.1 G eneral Description: Data-In Transaction Data-in is 
defined as a data transf er f rom a slave to a master. DATI and 
DATIP are simil ar data-in operations, and are defined in Paragraph 
2. 4 . 3  of this specification. 

Figure 3 -8 shows the interaction between master and slave f or a 
typical DATI or DATIP. A bus master { BBSY asserted} places the 
slave address and the required control bits on the A and C Unib us 
lines . All devices decode A and C to see if they are selected as 
the slave for this transaction. 

The master waits after putting the address and control bits on the 
A and C lines . This delay allows for deskewing of the A and C 
1 i nes, and for their decoding by the bus devices . Then, if the 
previous slave has ended its part of the preceding data cycle by 
negating SSYN, the master asserts MSYN. 

The selected slave, after receiving the assertion of MSY N, places 
the requested data on the D lines and asserts SSYN. 

The master deskews the D lines after receiving the as sertion of 
SSYN, strobes the data, and negates MSYN. 

The receipt of the negation of MSY N informs the slave that the 
master has accepted the data. The slave then removes the data f rom 
the D lines and negates SSY N. This ends the slave's part of the 
data transfer cycle. 

The master, after negating MSY N, deskews the A and C lines. This 
ensures that the negation of MSYN is received by all devices 
before the A and C lines become invalid, and thus prevents f alse 
selection by another device. After the deskew, the master ends its 
part of the data transfer by removing the address and control bits 
f rom the A and C lines . 

If the master is not going to use the bus for another data 
transf er at this time, it negates BBSY. This releases the data 
section of the bus for pos sible use by another device. If there is 
to be another transfer (e. g. ,  a DATO or DATOB after a DATIP} , BBSY 
is held asserted by the current master. 
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3 .3 . 1 . 2  Detailed Descriptio n, DAT! and DATIP - The numbers o f  
the steps in this paragraph correspond t o  the numbers o n  Figure 
3 -9. 

1. The bus master (BBSY asserted) puts the address and the 
contro l  bits on  their respective Unibus l ines. 

2. After a pro pagation  d e l ay, each d evice o n  t he bus 
receives the address and con t ro l  bits, and decodes them. 

3. The master waits for at l east 150 nanoseconds after 
put ting the address and contro l  bits on  the A and C l ines 
( fron t -end deskew) ; t hen, if SSYN is negated, it asserts 
MSYN. This means that the master must not assert MSYN at 
the driver input until 150 nanoseconds have elapsed since 
the A, C, and enable lines have become valid at the A and 
C d river inputs. 

NOTE 
The fr ont- end d e  skew lasts 75  
nanoseconds  t o  compensate for t he skew 
o f  the A and C lines at the slave, plus 
75 nanoseconds to allow the slave t o  
decode these lines. 

4. After a propaga t io n  d el ay, each d evice o n  t he bus 
receives the assertion o f  MSYN. One o f  them has decided,  
after having decoded the address, that it  is  the slave 
for this t ransaction. 

5. So me time after receiving the assertion o f  MSYN, t he 
slave put s  the requested data on  the D l ines, then 
asserts SSYN. This means that the slave must not  assert 
SSYN at the driver input before the data and enabl e l ines 
are valid at the D d river inputs. 

NOTE 
SSYN must no t be asserted before the 
data is put on the D lines. This is t o  
insure that the master will be able t o  
deskew the data with respect t o  SSY N  and 
then strobe it while it is valid. 

6. After a pro pagation delay, the assertio n  o f  SSY N  arrives 
at the master. 

NOTES 
1 .  If the assertion o f  SSYN is not  

received by  t he mas t er d urin g a 
specified time after its assertio n  
o f  MSY N  ( t imeout d elay) , Step 7 
below aay be executed, and Steps 8 
and 9 must be e xecu t ed by t he 
master. An error bit aay be set. 
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7. 

2. The timeout delay is typically 10 
to 21 ■ic r oseconds in processors. 
The use of s ome devices  ( e. g. ,  bus 
wi ndow ( DAll ) , data lin k (DL ll ) )  
requir e  much  longe r times, which can 
be up to s ev e r al h undr ed s of 
mic r oseconds. These  de vices  are used 
in mu lti- p r oc e s s or or multi-b u s  
systems. 

Af te r waiting for at least 
receipt of the assertion of 
maste r str obe s in the data. 

NOTE 

7 5  nanos ec onds afte r 
SSYN ( data de ske w) , 

The data deskew compensates for the skew 
of the D lines at the master. 

8 .  Th e maste r negates MSYN .  

the 
the 

9 .  Af te r  a 7 5  nanos econd minimum wait, calle d tail-end 
de skew, the maste r r emoves the addr ess and contr ol bits 
f r om the A and C lines . If this is the last data trans fer  
unde r the c ur r ent grant, the master  then negate s BBSY . 

NOTE 
The tail-end deskew guarantees  that the 
A lines will not change at any bus 
devi ce while the devi ce is rece ivi ng the 
ass e rtion of MSYN. Th is pre vents false 
selection of a device  due to changing A 
lines while MSYN is asserted. 

1 0 .  A f te r a pr opagation de lay, th e s lave r e c e ive s th e 
negation of MSYN. 

1 1 .  Th e slave removes the data f rom the D 1 i nes, and then 
negates SSYN . 

NOTE 
SSYN must not be negated before the data 
i s r emoved f r o m the D 1 i n e s . Th i s 
ensures that the negat i on of SSYN i s  a 
vali d indi cat i on of the fact that the 
data bi ts have been removed from the D 
lines. 

3. 3.2 Data-Out, DATO or DATOB 

3.3.2. 1 Gene ral Description: Data-Out Transaction - Data-Out is 
de fined as a data tr ans fer  f r om a maste r to a slave . DATO and 
DATOB ar e data-out oper ations, and ar e de fined in Par agr aph 2.4 .3 
of this specification. The timing and pr otocol for both of these  
ope rations is ide ntical. 
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Figure 3-1 0  shows the interaction between master and slave for a 
typical DATO or DATOB . A bus master ( BBS Y asserted) places the 
slave address, the required control bits, and the data on the A ,  C 
and D Unibus lines . All devices dec ode A and C to see if they are 
selected as the slave for this transaction . 

The master asserts MSYN after two conditions are met: 

a .  An appropriate delay is allowed for deskewing of the A ,  C 
and D lines, and for address and control decoding by the 
slave . 

b .  An appropriate delay is allowed after the receipt of the 
negation of SSYN, to ensure that the previous slave is no 
longer driving the D lines . 

The device selected as slave, after receiving the assertion of 
MSYN, strobes the data on the D lines and asserts SSYN . 

The master, after receiving the assertion of SSYN, negates MSYN , 
then deskews the A and C lines . This ensures that the negation of 
MSYN is received by all devices before the A and C lines lose 
their validity, and thus prevents false selection by another 
device . After the deskew, the master end s its part of the data 
trans fer by removing address and control bits from the A and C 
lines . 

Data may be removed from the D 1 ines by the master at any time 
after its receipt of the assertion of SSYN, but no later than its 
removal of the address and ·control bits from the A and C lines . 

The slave, upon receipt of the negation of MSYN, end s its part of 
the data trans fer c ycle by negating SSYN . 

If the master is not going to use the bus for a no the r data 
trans fer after removing the address and control bits f ram the A 
and C lines, it then negates BBS Y . This releases the data section 
of the bus for possible use by another device . If there is to be 
another trans fer, BBS Y  is held asserted by the c urrent master . 

3.3.2.2 De tailed Description, DATO and DATOB - The step numbers 
in this paragraph correspond to the numbers on Figure 3-11 . 

1 .  The bus master (BBSY asserted) puts the address , control , 
and data bits on their respective Unibus lines . 

2 .  A fter a propagation delay, eac h d evic e  on th e bus 
receives the address and control bits, and decodes them . 
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3. After putting the address, control, and data bits on the 
A, C and D lines, the master waits for at least 150 
nanoseconds (front end deskew) . This means that the 
master must not assert MSY N at the driver input until 15 0 
nanoseconds have elapsed s i nee the A, C, D, and enable 
lines have become valid at the A, C and D driver inputs. 
(See Note 1 to Step 5 below. ) 

4 .  The master waits for a minim urn of 150 nanoseconds after 
receiving the negation of SSYN ( SSY N de skew) • ( See Note 
2, Step 5 below. )  

5 .  After the conditions in Steps 3 and 4 above have been 
met, the master asserts MSY N .  

NOTES 
1. The front-end deskew consists of 7 5  

nanoseconds to compensate for the 
skew of the A and C 1 ines at the 
slave, plus 7 5  nanoseconds to allow 
the slave to decode these lines. 

2. Th e 15 0 - nanosecond S SY N  d eskew 
consists of : ( 1) 7 5  nanoseconds to 
ensure that the data from a previous 
DAT! or DATIP transaction has been 
removed from the D l ines and (2 ) 7 5  
nanoseconds to allow set-up tiae for 
such devices as may require it. 

6 .  After a propagation delay, each device on the bus 
receives the assertion of MSY N .  One of them has decided, 
after having decoded the address, that it is the slave 
for this transaction . 

7 .  Upon receiving the assertion of MSYN, the slave strobes 
the data from the D l ines and asserts SSY N . 

NOTE 
The data must be strobed by the slave 
either at the same time as, or previous 
to, the assertion of SSY N . This is 
required because the master may remove 
the data from the D lines upon receipt 
of the assertion of S SY N. 

8 .  After a propagation delay, the master receives the 
assertion of SSY N .  

3-29 



NOTES 
1. I f  the assertion of SSY N  is not 

r eceived by the master dur in g  a 
specified time after its assertion 
of MSYN ( timeout delay) , the steps 
that follow a r e  executed an d an 
er ror bit may be set. 

2. The ti■eout delay is typically 10 to 
20 micr oseconds in processors.  The 
use of so■ e  dev ices ( e. g. ,  bus 
win dow ( DA ll) , data lin k ( D L1 0 ) )  
r equire much longer times which can 
be up to sev e r al hundr eds of 
microseconds .  These devices are used 
in multi-pr ocessor or multi-bus 
systems. 

9. Upon r eceipt of the assertion of SSY N, the master negates 
MSY N, and may remove the data from the D lines. 

10. After a 7 5  nanosecond minimum wait, called tail-end 
deskew, the master removes the addr ess and control bits 
from the A and C lines .  If this is the last transfer 
un der the cur r ent grant, the master then negates BBSY. If 
the data has not previously been r emoved from the D 
lines, it must be r emoved: (a) if another transfer is to 
be done under the cur rent grant, no later than the 
r emov al of the A and C bits from the bus, or , (b) if this 
is the last transfer under the cur rent gr ant, before the 
negation of BBSY. 

NOTE 
The tail-end deskew guarantees that the 
A lines will not change at any bus 
device while the device is r eceiving the 
assertion of MSY N .  This prevents false 
selection of a device due to changing A 
lines while MSYN is asserted. 

11. Afte r a pr opagation delay, the slav e r eceiv es th e 
negation of MSYN and then negates SSY N. 

3. 3. 3 Read/Modify/Write , DATIP-DATO/B 

3. 3. 3. 1 Descr iption , Read/Modify/Wr ite T r an saction A 
r ead/ mod i f y / w r i t e tr an sact ion cons i s t s of a DAT I P f o 11  owed 
immediately by a DATO or DATOB. These transactions ar e defined in 
Par agr aph 2.4. 3, and the protocol relating to them in Paragr aphs 
3. 3. 1 an d 3. 3. 2. 
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Figure 3- 12 s hows a t ypical DATIP-D ATO/ B t rans act ion. The 
following rules must be followed: 

1 .  Al 1 prot ocol 
( DAT IP} , and 
obeyed. 

rules set  
3 .  3 .  2 .  2 and 

forth  
Figure 

in Paragraph 
3-1 1 ( DATO/ 8}  

3. 3. 1.2 
mus t be 

2 .  The mas ter must make sure that n o  other device becomes 
bus mas ter from the start of the DATIP to  the end of the 
DATO/B. BBSY must be held asserted from the s tart of the 
DATIP to the end of the DATO/B. 

3. The same word location must be accessed during both data 
t rans f e r c y c 1 es , i • e • : add re s s b i t s A<  1 7 : 0 1  > must no t 
change. 

4 .  The DATO/ 8 must follow the DATIP immediately: no other 
data trans fer cycle may be executed between them. 

3.3.4 Multiple Word Transfers 
A multiple word trans fer is one during which more than one word or 
byte is trans ferred between mas ter and slave on the authority of a 
single grant. The bus is not released by the mas ter between word 
transfers. The s everal types of data trans fers may be executed in 
any order, and to various locations if required, providing that 
all rules for each type are obeyed , (e.g., those for DATIP-DATOB/B 
if more than one location is addressed } . 

NOTE 
Multiple word transfers are used by high 
speed devices that may lose data because 
of bus latency. 

3.3.5 I n terrupt, ( INTR) 
The interrupt transaction is explained in Paragraph 3. 2. 2. 4 and 
Figure 3- 7. 

3.4 INITIALI ZATION SECTION 
The init ializat ion s ection of  the 
initialization, po wer-up and po wer-down 
devices. Three Unibus signals ( INIT, AC LO 
this purpose. 

3.4.1 Initialization, ( INIT) 

Un i bus con t rols t he 
sequences of all bus 

and DC LO) are used for 

INIT is caused by some console operations, the RESET ins truction, 
and DC LO. Only a processor or the arbitrator may assert INIT. 

3. 4 .1.1 Process or Requirements - A process or must become bus 
mas ter, then wait for 5 microseconds, before it may assert INI T. 
No bus cycles may be executed during these 5 microseconds. This 
delay ensures that all memory cycles in progress are properly 
completed before the assertion of INIT. 
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However, if a processor that wants to assert INI T cannot obtain 
the use of the data section of the bus after trying for 1 0 0 
microseconds, it may then assert INIT without becoming bus master. 

Processors that obtain the use of the data section of the bus 
through a grant sequence must not negate SACK until after their 
assertion of INIT. This ensures that the arbitrator receives the 
assertion of INIT before the negation of SACK, and thus cannot 
start arbitration until it receives the negation of INIT. 

Any processor, after negating INIT, must wait 75  nanoseconds 
before asserting any signal except AC LO, DC LO or INIT. This 
ensures that the negation of I N I T  reaches all bus devices before 
any signals asserted on the data section of the bus by the 
processor. 

3 .4.1.2 Arb i trator Response - Upon receipt of the assertion of 
INIT, the arbitrator negates all grants, and may not issue any as 
a result of events that occurred before the assertion of INIT. No 
grants may be issued while INIT is asserted. 

3.4.1.3 Master/Slav e Dev i ce Response - When a master/ slave 
device receives the assertion of INIT: 

a. It completes in normal fashion the bus cycle in process, 
if any. If the device is bus master, it then negates 
BBSY. If the bus cycle in progress is a DATIP, the master 
must complete the DATO/ B. The memory must be capable of 
completing the DATO/ B or must restore itself and treat 
any following DATO/B as a new transaction. 

b. It negates any of the following signals that it may be 
asserting : SACK, NPR, BR4, BR5, BR6, BR7;  it passes all 
grants. 

c. It clears the Interrupt Enable bit. It may assert AC LO, 
DC LO and any signals required by ( a) above. It may not 
assert NPR, BR, SACK, or BBSY. 

Af ter receipt of the negation of INIT, a device must be 
programmable in its normal manner. If the device is not ready to 
receive commands at this time, the device may set a Busy bit until 
i t s i n t e r n a 1 i n i t i a 1 i z a t i on sequence i s f i n i shed • The de v i c e may 
have an error condition set. Some of the device registers may 
contain new or old values. The content of these registers after 
receipt of the negation of INIT must be defined in the device 
specification; it is recommended that devices retain as much 
status information as pass i ble in order to make error analysis 
easier. 

A device is not required to buf fer commands received during its 
internal initialization sequence, provided it sets a bit 
indicating that it is not ready to accept commands (Busy bit) . 
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3.4.2 Power-Up and Power-Down Sequences 
The purpose of the power-up and power-down sequences is to 
guarantee sufficient time for the program to store (on po wer-down) 
and then retrieve (on power-up) the parameters required for 
continued operation. 

The numbers of the steps in the descriptions in Paragraphs 3. 4. 2.1 
and 3. 4. 2.2 correspond to those on Figure 3-13, Typical 
Power-Up/Down Sequence, and on Figure 3-1 4. 

The term "DC po wer" is used in this Paragraph (3.4.2) to mean 
that DC power which may cause Unibus drivers, receivers, 
terminators to cease to meet their electrical specifications, 
making the Unibus non-operable. 

only 
and 

thus 

3.4.2.1 
1. 

2. 

3 .  

Power-Up Sequence 
When power is off in any Uni bus device, AC LO and DC LO 
are asserted and all other Unibus signals are undefined. 

When the DC voltage to the processor rises to a level at 
which the logic elements will operate, the presence of 
the assertion of DC LO initializes the processor to a 
state having BBS Y  and !NIT asserted. 

DC LO is negated by the power supply 5 microseconds after 
DC po wer is within specifications. 

4. !NIT remains asserted by the processor for a minim um of 
10 mi 11 i seconds after receipt of the neg at ion of DC LO. 
This is to ensure proper initialization of all bus 
d evices. 

5 • The process o r w a i t s f o r a m in i m um o f 7 0 mi 11 i second s 
after the receipt of the neg at ion of DC LO to al low bus 
d evices to complete their internal initialization 
o p e rat ions . 

6. !NIT must be negated before or at the end of this 7 0  
mi 11 i second delay. The processor then tests AC LO. When 
it senses the negation of AC LO, the processor starts its 
po wer-up sequence and the arbitrator is enabled. AC LO 
must not be negated by the power supply for less than 1 
microsecond. At this time, and while AC LO is negated, DC 
power is guaranteed to be within specifications for a 
minimum of 5 millisecond s plus 5 microseconds. (See Step 
14, Note 2.) 

7 • The process o r w a i t s a m 1 n 1 m um o f 2 m i 11 i second s , be f o re 
testing AC LO again. These 2 millisecond s are used by the 
program for the power-up sequence. 
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AC LO 

POWER 
I N  SPEC  

LEGEND ASSE RTED � N EGAT ED 'DUNDE F I N E D  � I RRE LEVANT § 

Figure 3 -13. Typical Power-Up/Down Sequence ( Paragraph 3.4.2) 
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Figure  3 -1 4. 

BUS 

ASSERT 
DC LO 
l s M I N  

CP  

LO I RRELEVANT 
LO ASSERTED 
PWR GOOD 

BBSY 
NORMAL 

OPERATION 

ASSERT 

! N I T  

Power-Up/Down Sequences Flow Chart 
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3 . 4 . 2 . 2  Powe r-Down Sequence ( F igure 3-1 3 )  

8. Hav ing compl eted its po wer-up sequence and the wa it i n  
Step 7 above, the processo r sta rts monito r i ng AC LO. 

9. Upon recei pt of the asserti on of AC LO, a p rocesso r 
sta rts its po wer-do wn routine. AC LO  must not be asserted 
by the po wer suppl y fo r less than 1 m i c rosecond. The 
processo r does not test AC LO  ag a in unti l its next 
po we r-up sequence. (See Step 6 above.) 

1 0. After a time of 2 m i l l iseconds m in imum, 3 m i l l iseconds 
max imum, the processo r asserts BBSY and does not use the 
data secti on of the bus ( i .e., sto ps exec ut i o n  of 
prog rams) • 

1 1 .  A m inimum of 5 m i c roseconds later, the processo r asserts 
DC LO fo r at least 1 m i c rosecond. Th is, in  turn, causes 
INIT to be asserted fo r the same length of time. 

1 2. The subsequent neg ati on of DC LO  by the processo r is  the 
beg inning of a po we r-up sequence (see Step 3) ,  unless DC 
LO is held asserted by a po wer supply or by another bus 
dev ice. 

1 3 .  DC LO must not be asserted by the po wer  supply unti l a 
m inimum of 5 m i l l iseconds has elapsed after its asserti on 
of AC LO. This  ensures that enough time is  ava i l able fo r 
a complete po wer-up and po we r-do wn cyc le. 

1 4. DC po wer must be within  spec ificati ons fo r a m 1n1mum of 5 
m i c roseconds after the asserti on of DC L O  by the po wer 
suppl y. 

NOTES 
1 .  S i nce the power-up sequence sta rts 

at the neg ati o n  of AC L O  th at 
f o l l o ws ( after a 7 0 -m i l l i seco nd 
del ay)  the neg ati on of DC LO ( Steps 
3 th roug h  7 ,  Parag raph 3 . 4.2.1 ) , and 
s ince AC LO  is  not tested dur i ng the 
2 m i l l i sec o nds a l l oted to the 
power-up sequence then if AC LO i s  
reasserted befo re the end of the 
power-up sequence ( 2 mi 11 i seconds) , 
the po we r- do wn sequence ( 2 to 3 
m i l l i sec o nds) must be perfo r med 
immed i ately fo l lowing the power-up 
sequence .  Th is  requi res a m in imum of 
5 m i l l i sec o nds of gua r anteed DC 
powe r  at the neg ati on of AC LO. Th i s  
also impl i es that 5 m i l l iseconds of 
g ua ranteed DC power  a re ava i l able at 
any time wh i le AC LO is nega ted . 
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2 .  A • BROWN OUT• condition occ urs when 
AC LO is as s e rted, DC powe r is 
within specifications and DC LO is 
ne gated. The p roc e s s or, in this 
case , waits for the negation of AC 
LO as explained in Step 6 above. 
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4 . 1  GENERAL 

SECTION 4 

INTERFACE DESIGN GUIDELINES 

This section presents some interface guidelines for reliability 
and compatibility with the Unibus; they are not rest ricted to a 
specific type of Unibus device. The examples given in this section 
are intended to demonstrate concepts only, and are not intended to 
be logic designs that can be directly implemented. 

4.2 PREFERRED UN IBUS INTERFACE CHIPS 
The f ollowing chips are recommended f or 
interface designs. No other chips should be 
the Unibus. 

use in new Un ibus 
used to interface to 

1 .  8640 

2. 8641 

3. 888 1 

-Quad NOR gate (receiver) • 
Pin-compatible replacement for DEC 38 0. 

-Quad transceiver ( receiver/driver) • 
Pin-compatible replacement for DEC88 38. 

-Quad NAND gate ( driver) . 

The following chips are not recommended for new Unibus interface 
desig ns: 3 14, 5 3 14, 6 3 14, 7 3 14, 380, 5 38 0, 6 38 0, 7 38 0, 1 1 38 0, 384, 
5 384, 7 38 4, 88 38, 74H 0 1 -l, 7438, 864 7, 88 3 7, 8 1 36 or any other 
eh i ps not in the pref er red 1 i s t  a bo v e . (These have a 1 1  been used 
in pas t designs .) 

Cus tomers may purchase the 8641, 888 1, and 8640 chips f rom Digital 
E q u i pm en t Co r po r a t i o n ( o pt i o n n u m  b e r s 9 6 4 , 9 5 7 , a n d 9 5 6 , 
respectively) . These three chips are the only ones that DIG ITAL 
approves for c us tome r-des igned Unibus in te rf aces at this time. 
Figures 4-1 through 4-3 illus trate the circuit schematics of these 
approved Unibus interface chips . 
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4 

5 

11 -1------1 

1 2  --,1---1 

1 

8 

3 

Terminal Iden tification 
1 .  Ground a .  Pos i t ive Supply 
2 .  2Y Vo l tage (VCC ) 
3 .  lY 9 .  3A 
4 .  lA 10 . 3B 
s .  lB 11 . 4A 
6 .  2A 1 2 .  4B 
7 .  2B 1 3 .  4Y 

14 . 3Y 

Pos i t ive LOg ic 

Y • A+B  

Fi gure 4-1. 8640 Bus Recei ver 

4. 3 UNIT LOAD 
A unit load is to be defined as a maximum of one d riv er and one 
receiver, or one transceiver, per Unibus line . Therefore, if a new 
design is to be rated as one unit load, each Unibus line must be 
loaded with one and only one of the following : 

1. Nothing 
2 .  One receiv er 
3 .  One driv er 
4 .  One transceiv er 
5 .  One driv er and one receiv er 

If a choice between (4) and (5) exists, (4) is preferred . 

The purpose of this newly d efined unit load is to minimize 
capacitiv e loading on the Uni bus. Too much capacitiv e loading 
concentrated at one point causes excessive reflections which, in 
turn, ca use system failures. 
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7 ��..a---
9 -,......-......A--__, 

Termina l 
1 .  Bus 3 
2 .  Inpu t 3 
3 .  Output 3 
4 .  Bus 4 
5 .  Inpu t 4 
6 .  Output 4 
7 .  Enab le B 
8 .  Ground 

Figure 4-2. 

16 
8 

,-------+-- 15 

Identi f ications 
9 .  Enab le A 

1 0 .  output 2 
1 1 .  Input 2 
1 2 .  Bus 2 
1 3 .  Output 1 
14 . Input 1 
15 . Bus 1 

1 

3 

4 

6 

16 . Pos i t ive Supply Vol tage 
(VCC ) 

86 41 Bus Transceiver 

The traditional method o f  wire-ORing the interrupt vector and data 
lines o nto the Unibus is no l onger acceptable, since it vio lates 
the abo ve definition. The exampl es in Paragraphs 4.8.3 and 4.8.4 
show how to accompl ish mul tipl exing before the Unibus without 
introducing skew. 

4.4 MODULE PC ETCH 
I t  is importan t to keep the interface chips as clo se to  the modul e 
fingers as possible, pref erabl y in rows one and two (where row one 
is defined as those ICs l ocated nearest the modul e f ingers) . The 
etch runs f ro m  the fingers to the chips should be made as short as 
possibl e. In particul ar, etch runs on BUS SSYN L, BUS BBSY L, and 
BUS MSYN L sho ul d  no t exceed two inches if the mod ul e  is 
double-layer, and one inch if the mod ul e  is mul ti-layer. 

I f  there is a choice between placing either a driver or a receiver 
c 1 o s e r to the mod u 1 e f i n g er s , the d r iv er s ho u 1 d be chosen • Th i s 
provides the driver with a shorter gro und return path. 
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4.5 BACKPLANES 

2 

3 

5 

6 

8 

9 

11 

1 2  

7 

Pos i t ive Log ic 

Y • AB 
Terminal Identi ficat ion 

l .  lY 
2 .  lA 
3 .  1B 

4 .  2Y 
S .  2A 
6 .  2B 

7 . Ground 

Figur e  4-3. 

8 .  3A 

9. 3B 

10 . 3Y 

1 1 .  4A 

1 2 .  4B 

1 3 .  4Y 

14.  Pos i t ive 
S upply 
Vo ltage 
(VCC ) 

8881 Bus Driver 

Bac kplan es f or n on-S PC ( small per iphe r al c on t r oller) mod ules 
should have the Un ibus signals routed between the Unibus- in and 
Uni bus- out slots with either PC etch or n umber thir ty wi r ewr ap. 
The signals r equired by mod ules should be tapped of f f rom rows A 
and B. (Refer to Figure 4-4, d esign of bac kplanes which do  not 
acc ommodate S PC ' s . ) 

Bac kplanes for SPC mod ules should not have stubs on BUS SSYN L, 
BUS BBSY L, and BUS MSYN L. To pr event stubs, wir es have to be 
routed so that Un ibus signals travel through rather than by signal 
inter fac es. This concept is illustrated in Figur e 4- 5, design of 
c ritical signal r uns  in bac kplanes which accommodate SPC ' s. The 
BUS SAC K  L must a 1 so be r o u t e d i n t h i s man n e r so t ha t i t s r u n 
length is the same as that of BUS BBSY L. This p revents skew 
build up between BUS SAC K  L and BUS BBSY L siq nals. Sim ilarly , BUS 
MSYN L should be r outed in this manner along with BUS A<0 0 :  1 7 >L  
and BUS C 0/C l L, again to pr event skew build up. 
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Figur e  4-5. Cr itical Signal Runs in Backplanes fo r SPCs 
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Excessive backplane crosstalk onto the Unibus signals may cause 
system failures . For this reason, it is recommended that the 
following Unibus signals use 120-ohm twisted pair ( part number 
91-0 7 77 3) for any backplane wire which exceeds four inches in 
Ieng th : 

BUS INIT L BUS BR<4 : 7 >L 
BUS INTR L BUS BG <4:  7 >H 
BUS BBSY L BUS SSYN L 
BUS SACK L BUS MSYN L 
BUS NPR L BUS AC LO L 
BUS NPG H BUS DC LO L 

PC e tch or number thirty wirewrap may be used for other wire runs. 
Twisted pairs other than the type mentioned above should not be 
used to route Unibus signals, because their impedance differences 
may contribute significantly to re flections. 

System units (S U) should be designed to accommodate no more than 
four unit loads . This restriction limits the maximum capacitive 
loading at any point on the Unibus . This allows those who 
configure systems to use the M9202 24-inch j umpers to distribute 
capacitance and to resolve f ai 1 ures caused by re flect ions . Each 
new Unibus interface should be designed with all of these rules 
kept in mind to maintain the integrity of the bus . 

4 . 6 GROUNDING 
Noise on backplane and module ground return paths may cause subtle 
system failures; these may be avoided by providing all ground 
re turns with a low-impedance path to a common ground plane. 

Multi-layer modules with internal VCC and ground planes solve 
problem aut omatically. The double- laye r modules  should 
mutually pe rpe ndicular ground and VCC runs wit h 0. 0 1  
decoupling capacitors at each intersection (normally at each 
This forms a low-impedance ground re ference plane. 

this 
have 

m fd 
IC) • 

Module areas with many Unibus drivers and receivers should have a 
wider- than- normal etch path on VCC and ground because of the very 
large, high- speed switching currents in those areas. The ground 
path connecting these Unibus drivers and receivers should tie to a 
dedicated ground pin and be separated from all other grounds on 
the module. The same applies to the VCC of the same areas. 

The PC e tch on backplanes should have one side devoted to a ground 
plane . Backplane s wit hout a PC-e t ch ground plane are no t 
recommended for new designs. 

4 . 7  LOGIC DESIGN GUIDELINES FOR UNIBUS INTERFACES 
I t  is very important to adhere rigidly to the timing restrictions 
given in t his specification, particularly with respect to skew 
considerations. 
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Tabl e 4 -1, Unibus events requiring deskew, l ists Unibus e vents 
where excessive skew can cause a fail ure. The events l isted in the 
tab 1 e a r e a s um mar y o f those c r i t i c a 1 s i tu at ions when a 
transmitted signal is timing-dependent on another transmitted 
signal of the same device. The purpose of l isting these e vents is 
to provide designers a convenient checkl ist for verifying the 
interface timings. If a design invol ves any of these events, be 
sure that the rel e vant portions of this specification are 
understood and that the worst-case propagation del ays in the 
circuit do not viol ate the specification. For example,  insure that 
the interrupt vector gets pl aced at the driver inputs at the same 
time as, or before, the BUS INTR signal. Skew is defined in 
Paragraph 2. 2. 2 of this specification. 

A g ood design philosophy is to keep the Unibus " cl ean." For 
exampl e, it is preferabl e to pre vent unasserted data l ine drivers 
from " gl itching" the Unibus before the assertion of SSYN in a DATI 
transact ion. Even though the spike does not viol ate the Un ibus 
specification, refl ections from it may cause a fail ure on a 
heavil y l oaded Un ibus. In general , try to prevent pl acing any 
signal on the Unibus that is not needed for the transaction in 
progress. 

4 . 8  MASTER DEVICES 

4 . 8 . 1 Introduction 
A bus master  is define d in S e ctions 1 t hrough 3 of this 
specification as a device that is currentl y permitted to use the 
data section of the bus, or as a device which is asserting BUS 
BBSY L. A master device in this section, however, is defined as a 
dev ice which is capabl e of becoming bus master. 

A master device must obtain the bus through the arbitration 
process and execute one or more data transfers. The master must 
al so be abl e to receive commands rel ating to these functions. 
These commands are general l y  received from a processor. The timing 
re quireme nts for arbitration and data transfe r cycl e s  are 
specifi ed in Section 3; they wil l not be repeated in this section. 

The design of devices which are capabl e of becoming bus master is 
described in this section. Paragraph 4. 8. 2 discusses the operation 
of an exampl e impl ementation of the Unibus priority transfer 
l ogic. Paragraph 4.8. 3 describes a suggested im pl ementation of a 
Unibus interface for a device which interrupts at one priority 
l evel , whil e Paragraph 4. 8.4 discusses a simil ar interface for a 
device which has two independent interrupt vectors. The design of 
the Unibus interface for an NPR device is discussed in Paragraph 
4. 8.5 and a typical impl ementation is shown. 

The exampl es in this section are typical of e xisting Unibus 
inte rf ace de signs; the y are prese nte d here so that the 
impl ementation of the protocol described in this specification may 
be understood. They are not " model " or 1

1 ideal " designs; they do 
not 11 stretch11 the protocol to its l imits. They do, howe ver, 
conform to the requirements of this specification. 
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Event that 
may cause 
a fail ure 
by occurring 
too soon 

NPR, 
Negation 

BBSY, 
assertion 

SACK, 
negation 

SACK, 
negation 

BBS Y ,  
negation 

SACK, 
negation 

INTR, 
assertion 

Table 4-1  Unibus Events Requiring Deskew 

Event that 
may cause 
a fail ure 
by occurring 
too late 

Dev ice 
transmitting 
events 

Dev ic e ( s) 
receiving 
events 

Device which 
must deskew 
events 

NPR ARBITRATION SEQUENCE (Paragraph 3 . 2 . 2 . 2 ) 

SACK, 
Assertion 

SACK, 
assertion 

NPR, 
negation 

BBSY, 
assertion 

SACK, 
negation 

Master 

Master 

Master 

Master 

Master 

INTERRUPT TRAN SACT ION 

INTR, Requesting 
assertion device 

D<0 2: 08 >, Requesting 
gating device 

Arbitrator 

Arbitrator 

Arbitrat.vr 

Interrupt 
fielding 
processor 

Arbitrator 

Arbitrator 

Arbitrator 

Arbitrator 

Interrupt 
fielding 
proc essor 

Arbi tra·tor 

(Paragraph 3.2.2.5 ) 

Interrupt Interrupt 
fielding fielding 
proc essor processor 

Sl ave Sl ave 
(CPU) (CPU) 

Name of 
deskew 

Vector 
deskew 



Event that 
may cause 
a fail ure 
by  occurring 
too soon 

BBSY, 
negation 

BBSY, 
Negation 

INTR, 
Negation 

D < 0 2: 08 >, 
gating 

MSYN, 
assertion 

SSYN, 
assertion 

Tab l e  4 -1 Unib us Events Requiring Deskew ( Cont.) 

Event that 
may caus e 
a fail ure 
by occ urring 
too l ate 

D < 0 2: 0 8 >, 
rel easing 

INTR, 
Negation 

D < 0 2: 08 >, 
Rel easing 

BBSY, 
assertion 

Device 
trans mitting 
events 

Requesting 
device 

Requesting 
Device 

Requesting 
device 

Requesting 
device 

Devic e ( s )  
receiving 
events 

Next master 
( for BBSY ) 
and next 
device 
( master or 
sl ave) which 
receives 
D l ines 

Next master 
( for BBSY ) 
and CPU 
receives INTR 

CPU  

CPU 

Device which 
must deskew 
events 

Next master 

CPU 

CPU 

CPU 

DATI/DATIP TRANSACTION (Paragraph 3. 3. 1. 2 )  

A and C 
gating 

D, gating 

Master Sl ave 

Sl ave Master 

Master 
deskew 

Master 

Front-end 

Data deskew 

Name of 
deskew 



I ..... 

Event that 
may caus e 
a fail ure 
by occurring 
too soon 

SSYN, 
negation 

A and C, 
rel easing 

BBSY, 
negation 

( DATI  onl y) 

A and C 
gating 

MSYN, 
assertion 

MSYN, 
assertion 

A and C, 
releasing 

Table 4-1 Unib us Events Requiring Deskew ( Cont.) 

Event that 
may caus e 
a fail ure 
by occurring 
too late 

D, rel easing 

MSYN, 
negation 

A and C 
releasing 

BBSY 
asse rtion 

Dev ice 
trans mitting 
events 

Sl ave Master 
of next bus 
cycl e ( for SSYN ) 
and next device 
(master or sl ave ) 
which receives 
D l ines 

Master Sl ave 

Dev ice ( s )  
receiving 
events 

Master of 
next bus 
cycle 

Master 

Master Next Next Master 
master (for BBSY ) 
and next sl ave 
( and A and C )  

Master Sl ave Master 

Device which 
must deskew 
events 

SSYN Deskew 

Tai 1-end 
De skew 

DATO/B TRAN SACTION (Paragraph 3 .3 .2.2) 

A and C, 
gating 

D, gating 

MSYN, 
negation 

Master Sl ave 

Master Sl ave 

Master Sl ave 

Master 

Master 

Master 

Front-end 
deskew 

Tail-end 
deskew 

Nam e  of 
deskew 



Ev ent that 
may cause 
a failure 
by occurri ng 
too soon 

BBSY, 
negat i on 

A and C, 
gat i ng 

A and C, 
releasi ng 

BBSY, 
negat i on 

Assert i on, 
of any si gnal 
other than 
AC LO, DC LO, 
or INIT 

Table 4 -1 Uni bus Events Requi ri ng Deskew ( Cont . )  

Ev ent that Dev i ce 
may c ause transmi t t i ng 
a failure ev ents 
by occurri ng 
too late  

Devi c e  ( s) 
receiv ing 
ev ents 

A and C, 
releasi ng 

Master Next Next master 

BBSY, 
assert i on 

D, 
releasi ng 

master ( for BBSY ) 
next slav e 
( for A and C )  

Master Slave Master 

Master Next Slav e 

Dev i ce whi ch Name of 
must deskew deskew 
ev ents 

Thi s  master, 
duri ng next 
bus eye le 

D ,  
releasi ng 

Master Next Master Next master 
( for BBSY ) 
and next 
slave ( for D )  

IN ITIALIZATION (Paragraph 3. 4. 1. 1)  

INIT, 
neg at i on 

CPU All Uni bus 
dev i c es 

CPU 



4 . 8 . 2  Uni bus Control Logi c Ex ample 
The functional l ogic diagr am is given in Figure  4 -6;  it shoul d be 
r efer red to in r eading the descr iption of circuit oper ation which 
follows .  The r eason for this diagr am is to give an example of the 
l ogical sequence of events and is not intended to be impl emented . 

BUS NPR L 

STEAL 
GRANT L 

CLR SACK 
ENB L 

KASTER 
CLR H 

nlIT H 

Figur e  4 -6. 

BUS BG/NPG 
OUT II 

Exampl e  of Unibus Contr ol Logic 

In the circuit descr iption below, the fol lowing connections ar e 
assumed : 

The signal s 

B US NPR L 
B US RE Q U EST L 
B US GRANT I N  H 

B U S  GRANT OUT H 

BUS SAC K  L 
B U S  B BSY L 
BUS S S YN L 

are connected to their respective Unibus signal l ines . 
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The signal s 

STEAL GRANT L 
RE QUEST L 
C LR SAC K ENB L 
MASTER C LR H 

INI'r H 
SACK H 
MASTER L 

are connec ted as desc ribed bel ow. 

REQUEST L ,  generated by the mas ter device , is a signal which is 
asserted to initiate a priority trans fer sequence. The latch which 
it is "ANDed " with is used to ins ure that onl y  one priority 
trans fer sequence is initiated for each assertion of RE QUEST L. 
( Once the latch is set , REQUEST L must be negated and asserted 
again before another c yc l e  may begin , provided that MASTER C LR H 
is not grounded.) I f  the device is not asserting BUS BBSY  L ( if it 
is not al ready the bus mas ter) , the D input to the TAKE GRANT flop 
wil l  be asserted and one input to the BUS REQUEST L d river wil l be 
enabled. 

BUS REQUE ST L is asserted while the SAC K f l op is in the reset 
s tate at the same time that RE QUEST L is asserted by the device. 
The d evic e , t herefore , c an n ot initiat e a priority t rans fer 
sequence if it has al ready been granted the use of the bus ( sinc e  
both BUS BBSY L and BUS SAC K L must  be negated before BUS REQUEST 
L may be ass e r t e d ) and i t w i 1 1  neg ate BUS RE Q U EST L when i t 
asserts BUS SAC K L. 

NOTE 
Paragraphs 3.2.2.2 and 3 . 2 . 2 . 4  specify 
that BUS  SACK L shall be asserted at the 
driver input at the same time that, or 
before, BR or NPR is negated at its 
d river input. For discrete designs, the 
approved Unibus drivers (8881)  have a 
maximum s kew of 35 nanoseconds. Thus, if  
the assertion of BUS  SACK L is skewed at 
t he d river out pu t  n o  more t han 35 
nanoseconds f rom the negation of BUS 
REQUEST L, this timing requirement is 
met. 

BUS BBSY  is  an inpu t to the gran t sec tion c irc uit so that the 
s tate of BUS B BSY L determines whether or not the received BUS 
GRANT I N  H wi 1 1  be passed or bloc ked; when an assert ion of BUS 
GRANT IN H is received , while this device is asserting BUS BBSY L ,  
it wil l  be passed to another device of the same priority l evel as 
an assertion of BUS GRANT OUT H. Conversel y ,  if the device is not 
asserting BUS BBSY L when an assertion of BUS GRANT IN H is 
received , it wil l be bloc ked from passing to another device; it 
intends to become the next bus master. 
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The TAKE GRANT and STEAL GRANT flops are cloc ked by the assert i on 
of the BUS GRANT IN H. If t he dev i ce i s  assert i ng BUS REQUEST L ,  
the next assert i on of BUS GRANT IN H w i ll cause the TAKE GRANT 
flop to become set , or i f  STEAL GRANT L i s  asserted and some 
device  i s  assert i ng BUS NPR L (wh i le BBS Y  flop i s  reset) , the 
STEAL GRANT flop wi ll be set . E i ther flop bei ng set d i sables an 
i nput to the BUS GRANT OUT driver ,  prevent i ng the grant from bei ng 
passed and enables the D i nput to the SAC K flop. If the TAKE GRANT 
and SAC K flops are set , one input to the cloc k of BBS Y  flop will 
be asserted. 

If the dev i ce is not request i ng the bus , REQUEST L from the 
previous grant has not been negated and reasserted , or i f  the 
device  i s  alread y assert i ng BUS BBSY L ,  then the TAKE GRANT flop 
w i ll be c leared by the next assert i on of BUS GRANT IN H. If the 
STEAL GRANT flop i s  also cleared by the assert i on of BUS GRANT IN 
H ,  then the grant w i ll be passed as an assert i on of BUS GRANT OUT 
H. The delay Dl at the i nput to the BUS GRANT OUT d ri ver i nsures 
that the TAKE GRANT and STEAL GRANT flops have had t ime to set tle 
before any grants are passed to the next device of the system. 

The assert i on of the BUS GRANT IN H i s also used to cloc k the SAC K 
flop. De lay D2 at the c loc k i nput of the SAC K flop i s  used to 
i nsure t hat the TAKE GRANT and STEAL GRANT flops have had t ime to 
respond to the assert i on of BUS GRANT IN H b efore the SAC K  flop i s  
cloc ked. I f  ei ther the TAKE GRANT or STEAL GRANT flops are set 
when the SAC K flop i s  cloc ked , then the SACK flop w i ll become 
set. When the SAC K  flop i s  set , BUS SAC K  L i s  asserted ( whi ch 
a 1 1  o ws the a r b i t r a to r to  neg ate the g rant a ft e r a rn in i mum o f 7 5 
nanosecond s delay) , and BUS RE QUEST L i s  negated. If the TAKE 
GRANT flop is set when the SAC K flop is set , one i nput to the 
cloc k  i nput of the BBS Y  flop i s  asserted. The SAC K  H output s i gnal 
wi ll also be asserted. It i s  avai lable to the d ev i c e  as i nversi on 
of the BUS SACK L s i gnal . 

The SAC K flop may be reset by assert i ng CLR SAC K  ENB L at the same 
t ime as BUS BBSY L i s  asserted and BUS GRANT I N  H i s  negated. 
Delay D3 at the output of the BUS BBSY L and C LR SAC K  ENB L gate 
i nsures that the BUS INTR ( external signal) whi ch i s  driven by 
MASTER L s ignal i s  asserted before SAC K  flop i s  cleared. If SACK 
flop was set because the STEAL GRANT flop was set , the SAC K  flop 
may be reset as soon as BUS GRANT IN H i s negated. Wh i le C LR SACK 
ENB L is  negated , SAC K flop w i ll remai n  set . Thi s  keeps the 
arb i trator d i sabled and allows the dev i c e  to assert BUS BBSY L and 
to perform d ata and/or i nterrupt transfers at will. The C LR SAC K  
ENB L i s  typ i cally grounded (asserted) . 

The BBS Y  flop w i ll be set when the cloc k  i nput cond i t i ons are 
sat i sfied; t hat i s ,  TAKE GRANT and SAC K  flops a re set and BUS 
GRANT IN H ,  BUS SSYN L and BUS BBSY L ( not necessarily i n  th i s  
order) are all negated. BUS BBSY L i s asserted when BBSY fl op i s  
set. The BUS BBSY L driver i nput i s  used to enable MASTER outp_µ,t. , 
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·-
c o  d i sab l e  D i nputs  to TAKE GRANT and STEAL GRANT f l ops, and to 
a l low the SAC K f lop to be c l eared. MASTER L i s  a s i gnal wh i ch may 
be used  by the master d ev ic e  to i n i t i ate  a d ata  t rans f er or an 
i n terrupt sequence. The MASTER L s i gnal i s  ass erted when BUS BBSY 
L has been ass erted and i s  negated before the negat i on of BUS BBSY 
L. Once BUS BBSY L has been ass erted,  the d ev i c e  has gai ned 
control of the Un i b us and the data trans f er or i nterrupt s equence  
may proc eed . The MASTE R  L s ignal i s  av a i lab l e  to d r i v e  external 
gat i ng s ;  f or exam pl e, i t  may be used to enab l e  the appropr i ate 
data l i nes and BUS I NTR i n  an i nterrupt seq uence. When the 
reques t i ng dev i c e  has com pl eted i. ts t ran s f er ,  i t  ass erts MASTE R  
C LR H .  When both BUS SSYN L and MASTE R  C L R  H are ass erted 
( s ign i fyi ng that the trans f er i s  com pl eted) , BBSY f l op i s  reset 
and the latch on RE QU EST L s i gnal i s  ret urned to the s tate whi c h  
d i sab l es the REQUEST L i nput  t o  the chi p. The MASTE R  L s ignal i s  
negated as soon as BBSY f l op i s  reset . Delay l i ne D 4, connec ted to 
Q output of the BBSY f l op, i ns ures that the negat i on of BUS BBSY L 
i s  delayed from the negat i on of MASTER L, wh i ch i s  used to drive  
BUS INTR. Th i s  d elay is  guaran teed to be at  l eas t 8 0  nanosecond s .  

An asser t i on of I N I 'I' H s i gnal w i l l  c l ear BBSY f lop and SACK f lop 
( prov ided that BUS GRANT IN  H i s  negated) • 

Thi s c i rc u i t  ha s capab i l i ty to im prov e the ov eral l sys tem NPR  
latency .  I f  a d ev i c e  wh i ch has a sserted STEAL GRANT L s ignal and 
i t  i s  not reques t i ng the b us i ts el f receives an as s ert i on of BUS 
NPR L f ol l owed by a BG , i t  b l oc ks the BG and ass ert s BUS SACK L. 
Thi s gran t wa s i n tended for a d ev i c e  farther down the b us at the 
sam e  BR pr i ori ty l ev el . The arb i trator, u pon rec e i pt  of the 
as sert i on of BUS SAC K L, n egates the BG and s tops arb i trat i ng. The 
n eg a t i on of BUS GRANT I N  H c auses SACK t o  be reset ( i f TAKE GRANT 
f l op i s  r e set) . Thi s enab les the arb i trator , wh i ch then grant s  an 
NPG i n  res pons e  to the assert i on of NPR . 

The NPR  d ev i c e  may then use the data s ec t i on of the b u s  before the 
BR d ev i c e  wh i ch has asser ted i ts reques t  f i rs t .  Upon com pl et i on of 
al l NPRs pre sent  and a l l  higher pri ori ty BRs ,  the arb i trator w i l l  
agai n i ssue a BG t o  the d ev i ce  that mad e  the orig i nal reques t .  

4 . 8. 3  BR Dev i c e  { One Vecto r )  
The c i rc ui t schem a t i c  shown i n  F i g ure 4 -7 shows a Un i b us i n terface 
f o r a d ev i c e  w i t h one i n t er r up t v ec tor • Thi s i n ter fac e u t i 1 i z e s 
t h e Un i b u s c on t rol l og i c exam pl e  ( F i gure 4 -6 ) d es c r i b ed i n  
Paragraph 4 . 8 . 2 and d emon s trates how thi s can be u sed i n  a typ i cal 
appl i c a t i on .  Th e c i rc u i t shows how the i n terrupt vec tor shoul d be 
m u l t i pl ex ed wi th the d ev i c e' s data l i nes by m ul t i plex i ng before 
the Un i b us d r i v ers, the total Un i b us l oad i ng of the d ev i c e  can be 
s i gn i f i can tl y r 2d uced .  ( Refer to Paragraph 4 . 3 )  Al so shown are 
gat i ng fea t u r e s . Th i s  i ns ures that the d ev i ce  operates wi t h i n  the 
t i m i n g c on s t r a i n t s  s pec i f i ed i n  Paragraph 3 . 2 . 2 . 4  o f  t h i s 
spec i f i c a t i on. 
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In this circuit, a b us reques t is initiated by the d ev ice whenev er 
an interrupt is neces sary. When the INT ENB H signal is asserted 
(INT ENB is normally a bit in the control and s tatus register of 
the d ev ice) and INT H becomes enabled, the REQUEST L input of the 
circuit in Figure 4-6 is asserted, initiating a priority trans fer 
sequence on the Unib us . 

Some times later, when the d ev ice has been granted b us mastership 
( see Paragraph 4.8.2) , the MASTER L signal is as s erted .  The 
interrupt sequence can now begin. 

The d ev ice is not engaged in a data trans fer as a slav e, 
therefore, both REG SELECT L and IN L signals are negated and the 
Unib us transceiv ers associated with data lines ( D < 0 0: 01 >  and 
D <l0 : 1 5 >) are disabled . 

The output s  of the multiplexers ( 7 41 5 7) ass ume the s tates of the 
corresponding " A" inputs, since the SEL input s  of the 7 4 1 5 7 s  are 
disabled . The j umper- to- ground/ resistor-pull-up arrangement allows 
t h e d e s i r e d i n t e r r up t v e c to  r t o b e d e t e rm i n e d b y c u t t i n g 
appropriate j umpers. 

The assertion of MASTER L enables one input to BUS INTR L d riv er 
(8881)  and activates SEL input s  of the m ultiplexers and ENB 2 
lines of the transceiv ers which d riv e D<02: 0 9 >. After ad ditional 
delay, the same as sertion of MASTER L enables ot her inpu t of BUS 
INTR d riv er and causes BUS INTR L to  be asserted after the 
transceiv ers hav e been enabled. Thus, the interrupt v ector is 
asserted before BUS INTR L is asserted in compliance with timing 
cons traints specified in Paragraph 3. 2.2. 4 of this specification. 

The processor, when it receiv es the assertion of BUS INTR L, 
strobes the v ector from D lines and then iss ues a BUS SSYN L. When 
the dev ice receiv es the assertion of BUS SSYN L ( and since MASTER 
C LR H has been ass erted) , it will negate MASTER L and after a 
delay of at least 8 0  nanosecond s, BUS BBSY L. The negation of 
MASTER L terminates the v ector and BUS INTR L signals. The use of 
Schot t ky-series logic ins ures that both BUS INTR L and D<02: 0 9 >  
have been negated within 80 nanosecond s o f  MASTER L negation; 
thus, all asserted lines hav e been negated when BUS BBSY L is  
negated. This ins ures that the termination of the interrupt 
sequence is in compliance with tim ing cons traints specified in 
Paragraph 3.2.2.4 of this specification. 

Note that the CLR SAC K  ENB L and STEAL GRANT L s ignals hav e been 
grounded ( as s erted) . (See Paragraph 4.8.2.) 

4 . 8 . 4  BR Device (Two Vectors) 
The circuit shown in Figure 4 -8 shows a Unib us interface for a 
d ev ice which has two int errupt v ect ors . This circ uit which 
u t ilizes  two copies o f  t he Unib us  cont rol logic example 
illus trates anot her typical BR application. 
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A typical application of this circuit might be a teletype 
controller where separate " send" and " receive" vectors would be 
useful . By using two complete circuits, an interrupt request for 
either vector may be initiated regardless of whether or not an 
interrupt sequence is in progress for the other vector . 

Note that the two REQUEST L inputs have been driven by signals 
labelled " A" for top circuit and " B" for the bottom . The circuit 
driven by INT A H  will be referred to as the " A" circuit and the 
other as the " B" circuit in the discussion which follows . The CLR 
SACK ENB L and STEAL GRANT L signals have been grounded on both A 
and B circuits . 

The output of the MASTER L signal in circuit A is directly 
connected to DATA 2 input of the multiplexer so that two 
independent vectors may be implemented; vector XX0 and XX4  will be 
used by circuits A and B, respectively, where X X  are determined by 
cutting appropriate jumpers on DATA 0 3  through DATA 0 8  lines . 

An interrupt sequence is initiated by either circuit when the INT 
signal for that circuit is asserted while the INT ENB signal for 
that circuit is enabled . For example, when INT A H is asserted 
while INT ENB A H  is enabled, a BR sequence will be initiated by 
circuit A .  Note that the BUS GRANT IN H input of circuit A is 
connected to the Un ibus, the BUS GRANT OUT H output of A i s  
connected (with a pull-up resistor) to the BUS GRANT I N  H input of 
B, and the BUS GRANT OUT H output of B drives the Unibus line of 
the same level . Thus, A and B form two links in the grant chain 
for whatever priority level is selected . Because the two circuits 
are daisy-chained in this fashion, they must both request at the 
same BR level . 

Some time later, when the device has been granted bus mastership, 
the MASTER L output of one of the circuits will become asserted . 
The state of MASTER L is used to determine which vector is placed 
on the data lines during the interrupt sequence . 

It is possible to have a dual BR application with two different BR 
1 ev el s used. When this is done the BUS BG IN, BUS BG OUT and BR 
levels must be the same for each circuit and cannot be connected 
to the other circuit's BUS BG IN, BUS BG OUT and BR level . 

4.8.5 NPR Device 
The circuit shown in Figure 4 -9 illustrates a typical NPR Unibus 
interface using the Unibus control logic example from Paragraph 
4 . 8 . 2 . 

When an NPR transfer is required, NPR REQ L is asserted by the 
requesting device . The arbitrator recognizes this request and 
issues an NPG . The requesting device blocks the grant from passing 
through to the next device and acknowledges with a BUS SACK . The 
BUS SACK will allow the arbitrator to negate the qrant and to stop 
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arbitrating . The request ing device after rece i ving the negatio ns 
o f  BUS BBSY L, BUS SSYN L and BUS NPG H, asserts BUS BBSY L and 
becomes bus mas ter and then starts data t rans fer (s) . 

The NPR MASTER L s ignal which is asserted at the same time as BUS 
BBSY L is asserted is used to drive ex ternal circuitry (no t  
shown) • Fo r example, the NPR MASTER L can be used to enable the 
data and ad dress 1 i nes and to generate MSYN L s igna 1 and o ther 
control lo gic . When the data trans fer is completed, the bus 
mas tership is terminated by negating the NPR RE Q L signal. The NPR 
REQ L mus t be asserted again if ano ther trans fer is required. No te 
that NPR REQ L is directly connected to INIT H signal. Once the 
reques t is ass erted, it mus t remain asserted until the data 
t rans fer is co mpleted ,  o t herwis e bus mas t ers hip will be 
prematurely terminated. 

No te that the STEAL GRANT c ire ui t is disabled by co nnecting BUS 
NPR L and STEAL GRANT L to a logic "1 " level. The Unibus co ntrol 
lo gic example has capability o f  preventing the negation o f  BUS 
SACK for devices that do more than one data cycle each time it 
beco mes mas ter. This is done by holding CLR SACK ENB signal high 
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until the beginning of the last bus cycle; for example, if 10 0 NPR 
data cycl es are to be transferred, this signal shoul d be hel d to 
a logic "l " until the completion of 99  data cycl es. This insures 
that the bus wil l  be given to the highest priority requesting 
device on the bus at the end of the 10 0 transfers. The CLR SACK 
ENB signal is grounded (asserted) so onl y one bus cycle is done 
for each request as shown in Figure 4-9. 

An interrupt cannot be done by a device which becomes bus master 
under an NPG. In most NPR applications, the completion of the 
current set of NPRs is usual l y  fol lowed by an interrupt (now 
shown) . This interrupt may be used to notify the processor that 
the NPR transfers have compl eted or an error has occurred during 
the data transfers. 
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5.1 GENERAL 

SECTION 5 

UNIBUS CONFIGURATION 

After the Unibus option 
physical location, etc.) 
interconnected using the 

configuration ( based on NPR latency, 
is determined, these options must be 

cor rect pr ocedure and techniques. 

The definitions, rules, and guidelines outlined in this section 
are designed to aid you in configur ing an el ectrically r eliable 
Unibus. These r ules and guidelines are intended for new systems 
and are not to be considered as a j ustification for any changes in 
existing systems, unless Unibus- r elated problems are encountered 
and cannot be resolved in any other way. 

The configuration r ules (Par agraph 5.3 )  ensure, with reasonable 
confidence, that Unibus segments will be electrically r eliable, 
i.e., resulting d e  bus levels will guarantee an adequate noise 
margin, and reflections from lumped load s will not be excessive. 

To configure a Unibus system, the required order of options on the 
Unibus, based on NPR latency, physical location, etc., should 
first be determined. The r ules wi 11 then determine the I eng th of 
the Unibus cable interconnecting the options and the number and 
location of bus repeaters. If the number of bus repeaters is 
excessive, t otal cable length can sometimes be r ed uced by 
rear ranging the order of options on the bus ( again, paying close 
attention to NPR latency, etc.) Then, after reapplying the rules 
in this guide, one or more bus repeaters may be el im i na ted or 
located fur ther d own the bus to optimize system speed. For large 
systems , more than one pass of this pr oced ure may be necessar y to 
achieve satisfactory r esults. 

A r easonable effort should always be made to ensur e that the total 
cable length is as sho rt  as possible, par ticularly if one or more 
bus r epeaters can be eliminated in the process. Bus r epeaters are 
costly and slow down the system. Before implementing configuration 
rules, the user should carefully r ead and und er stand t he 
definitions that follow. 

5. 2 UNIBUS DEFINITIONS 
Prior to configuring the Un ibus, review the d efinitions outl ined 
in Paragraphs 5. 2. 1 through 5. 2. 9. 
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5.2.1 Bus Segment 
Th e bus segment is defined as that portion of a Unibus system 
between and incl uding two terminators. A bus segment consists of a 
term inator, a 1 20-ohm transmission path (cabl e) with options 
containing drivers and receivers attached to it, and another 
term inator in that order. A singl e bus system is one which has one 
bus segment. A mul tipl e bus system is one which has more than one 
bus segment, usual l y  separated by bus repeaters (DBlls) or bus 
switches (DT 0 3s which contain bus repeaters) • 

5.2.2 Bus Cable 
A bus cabl e is defined as cabl e connecting two backpl anes which 
acts as a 1 20 -ohm transmission l ine with a l ength of two f eet or 
more . A BCllA cabl e is defined to be both a cabl e and a bus 
el ement. For our purposes, the cabl e is a subset of the bus 
el ement and shoul d be treated as such . Th e fol l owing bus el ements 
are Unibus cables : 

BC l lA-2 
BCl lA-3 
BC l lA-5 
BC l lA-6 
BC 1 1A -8F 
BC l lA-1 0 
BC l lA -15 
BC l lA-20 
BC l lA-25 
BC l lA - 3 0  
M9202 

2- foot Unibus cabl e (6 0 . 96 cm) 
3- foot Unibus cabl e (9 1 .4 4  cm) 
5 - foot Unibus cabl e (1 .5 2  m) 
6- foot Unibus cabl e (1.8 2  m) 
8 .5 -foot Unibus cabl e (2.59 m) 
1 0-foot Unibus cabl e (3.04 m) 
1 5-foot Unibus cabl e (4 .57 m) 
20- foot Unibus cabl e (6 .07  m) 
25-foot Unibus cabl e (8 .6 0  rn) 
30-foot Unibus cabl e (9.1 4  m) 
24-inch fol ded Unibus cabl e (6 0 .96 rn) 

The M 9 207  is considered to be a cabl e ( for the purpose of this 
specification) because it contains two feet of 1 20 -ohm cabl e. 

5.2.3 Bus Element 
A bus el ement is defined as any modul e, backpl ane, cabl e, or group 
of these items that has a common designation with a direct 
el ectrical connection to one or more Unibus signal l ines (other 
than AC LO L or DC LO L) . For example, an M930 terminator, an 
M7821 modul e, a DDll backpl ane, a BCll cabl e, and an RKll 
control l er are Unibus el ements . An H720 po wer suppl y, an LA36 
DECwriter, and a BAll expander box are not Unibus el ements . 

5.2.4 Lumped Load 
A l umped l oad is defined as a group of Unibus el ements, other than 
cables or j umpers, which are interconnected via Unibus j umpers and 
direct wiring (backpl ane wire, PC etch) onl y. The group is not a 
l umped l oad if it uses a Unibus cable to interconnect the Unibus 
el ements or if the el ements are separated by a bus repeater. (Be 
certain th e dif f erence between "j u mper" and "cabl e" is 
understood.) (Refer to Figures 5-1 and 5 -2) . 
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VI 
I 

t,.) 

M930 
1 1/0 5 

C PU MMl l -L 

l J V' 
Lumped Load 

Cab le 

BC l lA-15 

In th i s  system , the r e  a r e  two l um ped l oad s :  

1 .  M 9 3 0 ,  1 1 /0 5  C P U ,  and MMl l -L 
2 .  RKl l -D ,  DDl l -B ,  DLl l -A ,  a nd M9 3 0 1  

Suppose the M920  i s  r e pl aced b y  a n  M92 0 2 :  

M930 
11/0 5 

CPU 

Lumped Load 

MMll-L 

No w there  a r e  three  l umped l oad s :  

1 .  M 9 3 0 ,  1 1 /0 5  C P U ,  and MMl -D 
2 .  RKl l -D 
3 .  DDl l -B , DL l l -A a nd M9 3 0 1  

NOTE 

Cable 

C llA-15 

RKll-D 

� 
Lumped 
Load 

Th e s e  e x amp l e s  a r e  f o r i l l u s t r a t i v e  
p u r po se s  o n l y  a n d  d o  n o t  r e p r  e s e n  t 
prac t i c a l  con f igurati ons . 

Jumper 

M920 DDll-B M9301  

DLl l -A 

Lumped Load 

9202 DDll-B M9301  

DLll-A 

l... V 
Lumped Load 

.) 

F i g u r e  5 - 1 .  Lumped Load s ( Example A) 



Vl 
I 

M930  1 1/45 
� CPU 

Jum_p_er 

M9200 

Lumped Load 

Unibus 

Jumper 

M920 M920 DDll-B 

DLll-A 

DLll-A 

DLll-A 

DLll-A 

Lumped Load 

Un ibus 

M9301  

.,...., ___________ segment � Segment � 

Fi g ur e  5 -2 Lumped Lo ad s ( Ex am pl e  B) 

Th i s  s y s t em h a s  t wo Un i b u s  s egments  sepa r a t ed b y  a b u s  r e pe a te r , 
so the sys t em ha s t wo l um ped l o ad s :  

1 .  M 9 3 0 , 1 1  / 4 5 C P U , DB 1 1  -A ( 1 e f t  s i d  e ) 
2 .  DB l l -A ( r ig ht  s i d e) , DD l l -B ,  fo ur DLl l -A s , M9 3 0 1  

NOTE 
Th i s  e x am pl e i s  f o r  
p u r po s e s  onl y and d o e s  
p r ac t i c al  con f i g ur a t i o n . 

i l l u s t r a t i v e  
no t r e p r e s e n t  

Figure 5-2. Lumped Load s ( Example B) 



5 . 2 . 5 Bus Terminator 
A bus term inator is defined as a Unibus el ement or part of an 
el ement containing a resistive network which connects to the end 
of a Unibus s egment and matc hes the 1 20-ohm c harac teris tic 
impedance of the Unibus transmis sion path. The M9 30 and M9 306 are 
Un ibus term ina to rs if they c onnect to the Un ibus . The following 
bus el ements contain Unibus terminators : 

M9 81 
M9 30 0 
M9 301 
M9 30 2  
DT 0 3  
D811 -A 
PDP-11/0 4 

jumper/terminator 
Unibus B terminator (M9 30 + NPR l ogic) 
bootstrap/terminator 
M9 30 with SAC K return 
bus switch 
bus repeater 
C PU (NOTE: other C PUs al so contain 
terminators) 

A Unibus segment must al ways have a Unibus terminator at each end 
of its 12 0-ohm transmis sion path . 

5 . 2 . 6  Semi-Lumped Load 
A s em i -1 um p e d 1 o ad i s d e f i n e d a s a g r o up  o f 1 um p e d 1 o ad s 
interconnec ted by 91.44  c m  (3 ft) or l ess of c abl e  (M9 20 2, BCl l -2 
or BCll -3) and not separated by a bus repeater. (Refer to Figure 
5-3.) 

5. 2. 7 AC Unit Load 
An ac unit load is defined as a nu mber related to the impedanc e 
that a Unib us e 1 ement presents to a Uni bus signal 1 i ne (due to 
bac kpl ane wiring, PC etch runs, receiver input l oading, and driver 
output l oading) . This impedance l oad on a transmis sion l ine causes 
a "refl ection" to occ ur when a step is sent down the line. This 
refl ection shows up on an oscilloscope as a spike occ urring 
shortl y after assert i ng or unas serting edge. Nine l umped ac l oads 
refl ect 2 0  perc ent, and 20 l umped ac l oads reflect 4 0  percent of a 
25 ns risetime step. 

AC l oads must be disttibuted on the Unibus in the manner desc ribed 
by the rules in this section to provide bus operation with 
refl ections guaranteed to be at or l es s  than a tolerabl e l evel . 

The ac unit l oad rating of Unibus el ements is usually based on the 
greatest of the mis matches that the el ement presents to the BBS Y, 
SSYN, and MSYN Unibus signal l ines . 

5 . 2. 8  DC Unit Load 
A de unit load is defined as a number rel ated to the amount of de 
l eakage c urrent that a Unibus el ement pres ents to a Unibus signal 
line which i s  hig h (undriven) . A de unit load is nominall y  105 uA 
(8 0 uA - receiver , pl us 25 uA - driver) . However, the de unit l oad 
rating of a bus el ement is not strictl y based on the el ement' s 
signal l ine that has the greatest l eakage, (e .g., de l eakage is 
l ess  important on D l ines than it is on SSYN) . 
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M9 30 
1 1/05 
C PU 

l... _____ ___ _,) V 
Lumped Load 

M92 0 2  

y� 
Lumped! Lumped 
Load 

!
Load 

BC l lA-10 

I� 
Semi-lum_p_e_d_L_o_a_d _____ 

l
J Semi-lumped 

Load 

I 

D11-B M93 0 1  

DLll-A 

DLll-A 

DLll-A 

DLll-A 

I 
I 
I 
I 

Lumped Load 

Semi- lumped Load 

�ili= 
I �ili= 

Segment ------1•�•4a--------- segment 

Th i s  sys t em has t wo U n i b us s egm ents , w i t h  a t o t a l  of fo u r  1 umped 
l oad s and t h r e e  s em i- l um ped l o ad s .  

Lum ped l o ad s : 

1 .  M 9 3 0 , 1 1  / 4 5 C PU 

2 .  DB 1 1  - A  ( 1 e f t  s id e ) 
3 .  DB l l -A ( r ig ht s i d e )  
4 .  DD l l -B ,  Fo ur DL l ls M 9 3 0 1  

Sem i- l um ped l o ad s :  

1 .  M 9 3 0 , 1 1/4 5  C PU ,  DB l l -A ( l ef t s id e )  
2 .  DB l l -A ( r ig h t  s id e )  
3 .  DD l l -B , f o ur DL l l s , M9 3 0 1  

Figure 5- 3. Semi-Lum ped Load s ( Exam ple C) 
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5.2.9 Un i bus Length and Loading 
The Uni bus is a transmission 1 i ne on wh i eh data transfers are 
asynchronous and interlocked. Significant electrical delay 
affecting system operation may , therefore , be imposed through 
unnecessarily long Unibus cables. 

With ribbon cable the maximum length is 15.24 m (50 ft) . For proper 
operation , the length of taps or stubs must be minimized. The 
Unibus signals should have receivers and transmitters in one place 
(near the Unibus cable) to act as a buffer between the Unibus and 
the signal lines carrying Unibus signals within the equipment. The 
maximum length of ribbon cable is obtainable only if the 
individual tap lengths are less than 5.08  cm (2 in.) , including 
printed circuit etches and if the loading is not more than one 
standard bus load. One bus load is defined as one transmitter and 
one receiver (Refer to the drawing below) . 

U N I B U S 

Transmi tter 

Rece iver 
8640 

1 Bus Load 1 transmitter + 1 Rece iver 

The Unibus is lim ited to a maximum of 2 0  bus loads. This limit is 
set to maintain a sufficient noise margin. For more than 2 0  bus 
loads, a Unibus repeater option (D8 11-A) is used. 

5.3 UNIBUS CONFIGURATION RULES 
The following rules and guidelines are intended to be used for new 
systems and/or existing systems that experience Unibus problems. 
The seven rules are 1 i sted below for quick reference. A more 
detailed description , comments , and suggestions are described in 
the following paragraphs. 

Rule No. 1 (Maximum cable length) - The total length of Unibus 
cable in a Un ibus segment should not exceed 15. 2 4 m ( 5 0 ft) • 

Rule No. 2 (Maximum de loading) - The total number of de unit 
loads on a Unibus signal line should not exceed 2 0. 

Rule No. 3 (Maximum lumped loading) - No lumped load on a Unibus 
segment should contain more than 2 0  ac unit loads unless the 
entire segment consists of one lumped load. 
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Rule No. 4 ( Skewed cable l engths) - If ( a) a 1 umped l oad (call ed 
the " af fected l umped l oad" ) has 2.59 m  (8 .5 f t) or l onger cabl es 
connected to both bus in and bus out and ( b) the sum of the ac 
unit l oads in the two l um ped l oads connected to the opposite ends 
of the cables exceeds 18, or (c) the sum of the ac unit loads in 
the two sem i-1 um ped l oads connected to the opposite ends of the 
cables exceeds 3 6, then the l engths of these cables should dif f er 
by 1. 5 2m (5 f t) or more with the l onger cabl e b eing on the end 
with the greatest number of ac unit l oads (if there is a practical 
choice) • 

Rul e No . 5 (Skewed cabl e l engths, suppl ement) - If the l ength of 
one of the cables connected to the af fected 1 umped l oad in Rul e 
No. 4 must be increased because of that rul e, then the l onger 
cable should have at its opposite end, the semi-l umped l oad with 
the greater numb er o f  ac unit l oads. This rul e shoul d b e  
impl emented onl y if it is practical to do so, i .e., in cases where 
its impl ementation wil l not increase total cable  l ength more than 
1. 52m (5 f t) • 

Rul e No. 6 (Viol ation of Rul es No . 1 throug h No . 5 )  - Rul es No. 1 
through No. 5 should not be grossl y violated. If a bus segment 
viol ates a rul e sl ightl y, and for practical reasons reconfiguring 
is undesirable, then the segment must pass vol tag e-marg in tests 
( a) when the system is original 1 y configured and ( b) when any 
Unibus el ement is added, deleted, or swapped (incl uding the 
swapping of a def ective modul e or backpl ane) • 

Rul e No. 7 (System acceptance) - Even if Rules No. 1 through No. 5 
are impl emented, all Un ibus segments of a system should be voltage 
margined after the system is conf igured. 

5 . 3 . 1  Maximum Cable Length (Rule No . 1) 
If Rule No. 1 is violated, (a) the de drop across the bus, when 
driven at one end and received at the other, may be excessive, and 
(b)  far-end crosstal k may be excessive. In calculating l engths, 
the M9 20 shoul d be considered as zero feet, the M9 20 2  as 6 0 .96 cm 
(2 f t) ,  and the BCl lA-0 as 1 5 .24cm (6 in.) . 

If the l ength of a segment exceeds 15 .24cm (5 0 f t) reconfiguring 
(changing the order of bus el ements) may reduce the l ength. If 
that fail s, a DBl l -A bus repeater wil l be necessary. 

5 .3 .2 Maximum DC Loading ( Rule No. 2 )  
If too many de l oads are put on a Un ibus segment, the quiescent 
undriven vol tage may be lowered to a l evel where bus receivers 
become susceptibl e  to refl ections from l um ped l oads and the 
overall noise margin on the high end (bus undriven) may become too 
smal l .  D8 11  bus repeaters shoul d b e  used ( as required) to 
impl ement this rule. 

5 . 3 . 3  Maximum Lumped Loading (Rule No . 3 )  
If a l umped l oad is too l arge, it may generate a reflection on the 
Unibus l arge enough to create a fal se l ogic signal and cause a 
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f a i l ure . Re f e r  to Pa r ag r aph 5 . 3 . 4 ,  Rul e No . 3 Vi o l a t i o n  ( Bloc k 
Di ag r am )  and Pa r ag r a ph 5 .  3 .  5 ,  Ru l e  No . 3 Vi o l a t i o n  ( Wa v e fo rm 
E x am pl e )  M 9 2 0 2 f o l d e d  c a b l e s  ( o r  BC 1 1A- 2 s , i f  M 9 2 0 2  i s  
unav a i l ab l e )  sho u l d  be used i n  pl a c e  o f  M9 2 0s t o  sepa r a te l a rg e 
l um ped l o ad s . Th e e f f ec t  o f  the M9 2 0 2  i s  to c a u s e  the pea k 
r e f l ec t i ons f rom the l um ped l o ad s  i t  s epa r a t e s  t o  occ ur a t  
s l ig htl y d i f f e r en t  t im es . The impl em en t a t i o n  o f  Rul e  No . 3 i s  
i l l us t r a ted i n  Pa r ag r aph 5 . 3 . 6 , Ru l e  No . 3 Im pl em enta t i o n , ( Bl oc k  
D i ag r am) and Pa r ag r aph 5 . 3 . 7 ,  Rule  No . 3 Im pl em en t a t i o n  ( Wav e fo rm 
Ex am pl e )  

Ru l e  No . 3 s ta t e s  tha t the r e  i s  a l im i t  to t h e  n um b e r  o f  ac un i t  
l o ad s  o n  a Un i b us s egm ent unl ess  the ent i r e s egm en t c o n s i s t s  o f  
o n e  l um ped l o ad . Th e r ea so n  fo r th i s  s t a t em en t  i s  t h a t  the r e  i s  no 
1 2 0- ohm c a b l e  i n  the s egm ent on wh i ch r e f l ec t i o ns c a n  t r av e l . An 
e x am pl e o f  th i s  pa r ag r a ph i s  shown i n  Pa r ag r aph 5 . 3 . 8 ,  Mul t i pl e  
Bus Sys t em . 

5 . 3 . 4  Rul e  No . 3 Vi o l a t i on ( Bl o c k  Di ag r am) 
The sys t em sho wn in the s ke tch belo w v i o l a te s  Rul e  No . 3 .  When t h e  
d r iv er o n  t h e  a f f ec t ed b us e l em en t  una s s e r ts the b us , the r ec e iv e r 
i n  that e l em en t  w i l l  see the wav e fo rm a s  sho wn i n  Pa r ag r aph 5 . 3 . 5 .  

+sv , - - - - - - , 
1 78 I Affected Element I 

I I 
r-+----t------,------1 BCllA-15 

umped Load 
ith 40 AC 
nit  Loads 

3 8 3  

I 
L _  

I 
I 
I 

_ _ _ _ _ _J 

5 . 3 . 5  Rul e  No . 3 V i o l a t i o n  ( Wav e fo rm Exampl e )  
The r e f l ec t i o n  m a y  c a us e  t h e  t h r esho l d  o f  th e 8 6 4 0  r ec e i v e r  to be 
c ro s s ed a second t im e , a nd a f a i l ur e  may r es ul t .  

_r 
(Dr iver 
Wave form) 

(Re f lect ion 
From Lumped 
Load) 
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( Ne t  Waveform At 
Rece iver )  



5.3.6 Rule No. 3 Implementation ( Block Diagram) 
To implement Rule No. 3, the lumped load must be split into two 
equal load s by add ing an M9 2 0 2  in place of an M9 2 0. 

i 
I 
I 
I 

+5V A f fec ted Element 

178  

3 8 3  

8640 

7 
I 
I 

I 
I 
L _  - _ _ _ _ _  _J 

umped 
oad W i th 
0 AC Uni t  
oads 

M9202  

5.3.7 Rule No. 3 Implementation (Waveform Example) 

Lumped 
Load W i th 
20  AC Uni 

The conditions to satisfy Rule No. 3 are now implemented. When th e 
d riv er in the af fected bus element unasserts the bus, the receiv er 
in that element will see the following wav eform . 

(Dr iver 
wave form )  

(Re f lec t ion (Net  Wave form 
o f  Two At Rece iver ) 
L umped Loads ) 

�ow the 8 640 threshold is not crossed and the d anger of a failure 
i s  red uced. 

5- 1 0  



5 . 3 . 8  Multiple Bus System (Example) 
The segment shown in the sketch below obeys al l configuration 
rul es. It has zero (0 ) feet of cabl e, 20  de unit l oads, and an 
irrel evant number of ac l oads . In this configuration, none of the 
M9 2 0s have to be repl aced by M9 2 0 2s .  

LU111ped Load 

.., ____________ Unibus Segment ------------� 

5.3.9 Skewed Cable Lengths ( Rule No . 4 )  
There may be several ways to impl ement Rule No . 4 .  Consider the 
following bus segment . 

Lumped Load 
With 18 AC 
Unit Loads 

BCllA-10 

Affected 
Lumped 
Load 

BCllA-10 

Lumped Loa 
With 9 AC 
Unit Loads 

This segment viol ates Rule No . 4 because the sum of the lumped 
loads that are connected to the opposite ends of the cables exceed 
1 8  unit l oads. AC unit loads equal 2 7  (1 8 + 9 = 2 7 )  l umped at the 
ends of the BCl l As of equal l ength . 

When this rul e is violated and when a driver in the affected 
lumped l oad unasserts the bus, reflections from the ends of its 
bus in and bus out cabl es wil l arrive at the affected l umped l oad 
s im ul taneo usl y and super impose. The net refl ect ion may cross the 
8 6 4 0  threshol d and cause a failure as shown in the foll owing 
waveform. 
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_r 
fF __ :_ _ -8640 

+ -+-+-+---= I threshold 

I I 
I 

I I 

(dr iver 
waveform) 

(reflect ion 
from end 
of  bus in 
cable)  

( re f lec t ion (ne t  wave form 
from end at affec ted 
of bus out lumped load) 
cable ) 

One method to implement Rule No. 4 is to increase the length of 
one cable to  4. 57 m (15 f t) as shown in Paragraph 5. 3.1 0, Rule No. 
4 Implementation (E xample A) , Bloc k Diagram and another method is 
to shif t the lumped load on the lef t into two lumped load s using 
an M92 0 2  as shown in Paragraph 5. 3. 11, Rule No. 4 Implementation 
( Example B) , Bloc k Diagram. When this rule is implemented b y  
making t h e  lengths o f  t h e  b us in and b us out cables dif ferent, the 
reflections will arrive at sligh tly dif ferent t imes as shown in 
Paragraph 5. 3. 12, Rule No. 4 Implementation, (Waveform Example) . 
The reflection does not c ross the 8 6 4 0  threshold and the danger of 
a failure is red uc ed. 

The configuration in Paragraph 5. 3. 11 does not violate Rule No. 4 
because the s um of the ac unit loads lumped at the ends of the 
BC 11 A -1 0 cab 1 e s i s 18 ( 9 + 9 = 18 ) and the sum of the a c u n i t 
loads in the s emi-lumped loads at the BC11A-10 ' s  end s of the 
cables is 9 plus the lumped loads (18 )  for a total of 27 u nit 
load s (9 + 18 = 27) . 

The method s  shown in Paragraphs 5. 3. 10  and 5. 3. 11 could be used to 
implement Rule No. 4 but  the method in Paragraph 5. 3.11 is more 
desirable because it minimizes the total cable length of the 
segment. 

5.3.10 Rule No. 4 Implementation ( Example A) Block Diagram 
The following sketch illus trates this rule. 

Lumped Loa 

With 18 AC 

Unit Loads 

Cl lA-15 
Affected 
Lumped 
Load 
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5 . 3 . 1 1 Rul e  No. 4 Impl ementat i on ( Ex ampl e B) Block Di agram 
The follo wing diagram illustrates this rule. 

Lumped Loa 
With 9 AC 
Unit Loads 

M9202 

� 
Semi-lumped 
Load With 18 
AC unit  Loads 

umped Load 
ith 9 AC BCllA-10 

ffecte 
Lumped 
Load 

Lumped Load 
BCllA-10 With 9 AC 

Unit Loads 

� 
Semi- lumped 
Load With 9 
AC Unit Loads 

5 . 3 . 12 Rul e  No. 4 Impl ementation ( Waveform Ex ampl e)  
The follo wing wavefo rm is an example of  this rule. 

(Driver 
Wave form) 

(Reflect ion (Re flec tion 
from end of  from end of 
bus in cable)  bus out 

cable)  

(Ne t  Wave form At 
Affected Lumped 
Load ) 

5 . 3 . 13 Skewe d  Cable Leng ths, S uppl ement ( Rul e No. 5 )  
To understand · why this rule is necessary, co nsider the example in 
Paragraph 5. 3. 14, Skewed Cable Length Violation Example. 

Suppose that the length o f  Cable No. 1 equals the length o f  Cable 
No . 2. This violates Rule No . 4. In this case, the affected lumped 
load will see the wavefo rm sho wn in Paragraph 5. 3.15, Skewed Cable 
Length Violation, Wavefo rm Example, when its driver unasserts the 
bus. 

The reflectio n in this wavefo rm cro sses the 8 6 4 0  threshold and may 
cause a failure. The best way to implem ent Rule No. 4 in this 
example is to increase the length o f  either Cable No . 1 or Cable 
No . 2 by 1. 5 2 m ( 5 f t) • Suppose the 1 e ng t h o f Cab 1 e No • 2 i s 
increased by 1.52m (5 ft) . (This violates Rule No . 5 because this 
is the end with the smaller 1 umped load.) In this case, the 
affected lumped load will see the wavefo rm as sho wn in Paragraph 
5. 3. 16, Violation of  Rule No. 5, Wavefo rm Example, when its driver 
unasserts the bus. 
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Th e reflection in this waveform also crosses the 8 6 4 0  t hreshold 
and may cause a failure. 

Now suppose the length of Cable No. 1 is increased by 1. 52m (5 f t) 
instead of Cable No. 2. This will implement Rule No. 5 correctly. 
In this case, the affected lumped load will see the waveform as 
shown in Paragraph 5. 3. 17, Rule No. 5 Implementation, Waveform 
Ex ample when its driver unasserts the bus. Th e reflection from the 
ends of Cables No. 1 and No. 2 do superimpose somewhat, but not 
much. As a result, the 8 64 0  t hreshold is not crossed. 

5.3.14 Skewed Cable Length Violation ( Example) 
The following block diagram i s  an example of this violation. 

LuaipPd load 
With 20 AC 
Pnit toads 

Lu•ped Load 
With  20 AC 
Un i t  Lnadt 

Sf'11i -Lu111ped Loada With  
60 AC lln i.t Load• 

Lu111ped Load 
W i t h  20 AC 
Unit Load� 

Cable II 
2 . ">91o!( A . 'H t )  

Affected 
Lumpt-d 
Lo•d 

Cable f] 
�2 'i9M(R.  'i f t  l 

Lumped 
W i t h  20 AC 
L'n i t  Loads 

Si>mi � Lump Load 
W i t h  20 AC �•n i t  
Load11 

5.3.15 Skewed Cable Length Violation ( Waveform E xample) 
Th e following waveform is an example of this violation. 

I _ D'ir- 8640 

_/ 
+ � + -t--_J L threshold 

(Dr iver 
Waveform) 

: l 
tl tl 

(Re f lect ion 
from end of 
cab le #1 ) 

(Re flect ion 
from end of 
cab le #2 )  
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5.3.16 Violation of Rule No. 5 (Waveform Example) 
The fol lowing waveform is an exampl e of this viol ation. 

_r + ---ur-+ ----y-
(Driver 
Wave form ) 

1 I I I l 
(Reflect ion 
from end of 
cab le #1 ) 

(Ref lect ion 
from end of 
cab le #2 ) 

I 

- - 8640 
Thre sho ld 

( Ne t  Wave form A t  
Af fected Lumped 
Load) 

5.3.17 Rule No. 5 I mplementation (Waveform Example) 
The fol l owing waveform is an exampl e of this impl ementation. 

_r
+

�
+

� 

(Driver 
Wave form) 

I I 

I I 

t2 t1 

(Re f lec tion 
from end of 
cab le #1 ) 

(Re f lec tion 
from end of 
cable #2 ) 

5.3.18 Rule Violation ( Rule No. 6 )  

I I 
I _ -+  +- _ --8640 
I I threshold 

I I 
t 1 t2 

(Ne t  wave form At 
Af fec ted Lumped 
Load) 

Rul es No. 1 through No. 5 s houl d be impl emented if pos sibl e. On 
rare occasions it may not be practical to do so. For example, the 
l ast bus segment on a system may exceed the 1 5. 24 m (50 ft) maximum 
l ength rule by 1.52m (5 ft) , and impl ementing Rule No. 1 may 
require another DBll -A repeater, which may require another BAll -E S  
expander box, which may require another H 9 6 0  cabinet. In this 
case, it is acceptabl e to viol ate Rul e No. 1, providing that the 
system is tagged so that Rule No. 6 is al ways followed when the 
system undergoes change or corrective maintenance. Common sense 
has to be exercised if any of Rules No. 1 through No. 5 are 
viol ated. 
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5.3.19 System Acceptance (Rule No. 7 )  
On rare occasions, Rules No. 1 through No. 5 may not be sufficient 
to eliminate all reflection problems. On these occasions, a field 
service support g roup s hould be called. The solution may be to 
replace an additional M9 2 0  in those surrounding options with an 
M 9 2 0 2  (or even a BCllA-3) to further spread out and reduce 
reflections. 
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A Li nes 

AC LO 

APPENDIX A 

GLOSSARY OF UNIBUS TERMS 

(See " Address Li nes" .) 

The asser t i on of AC LO i nfo rms Un ibus dev ices that a 
d ev i c e may sho r t  1 y 1 o s e po we r t o  i ts dr i vers  and 
receivers, and thus may make the Un ibus non operable. 

The negat ion of AC LO  info rms the processo r and the 
arbi t rato r that all po wer supplies to bus dr ivers and 
receivers are able to prov i de eno ugh po wer fo r o perat i on 
to  r esum e ( i ncludes t im e  f o r  powe r -up/ powe r-do wn 
sequence, if needed) • 

AC LO i s  t ransm i ted on a Type-3 line. 

Access T ime 

The t ime interval, measured 
slave, between receipt of 
asser t i on of SSYN. 

at the bus term inals of a 
assert i on of MSY N  and the 

Act ive Release 

Address 

Release of the bus ( by negat ing BBSY) by a dev ice whi ch 
has caused an interrupt. 

(See "Passive Release." ) 

A number whi ch specifies a locat i on (a reg ister o r  a 
wo rd o r  byte of memor y) whose contents are to be 
t ransm i t ted in  a Un i bus data t ransact i on. The address is  
the name of  the locat i on. 

An address is t ransm i t ted on the Un ibus as an 1 8-bi t 
binar y number. 

Address Li nes (A l ines) 

Tr ansm iss i on medium used on the Un i bus for an address 
represented as an 1 8  bi t bi nar y number. 

A lines are Type-1 lines. 
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Arbitration Network 

(See "Priority Arbitration Netwo rk.") 

Arbitrator 

(See "Priority Arbitration Netwo rk.") 

Assert 

To put a signal in a logicall y  true s tate. 

Assertio n 
The transition o f  a signal to the logically true s tate. 

Asynchrono us ( even t) 

An event logically related to, b ut having no  fixed 
timing relatio nship to ano ther event .  

BBSY ( Bus Busy) 

A signal ass erted by a b us mas ter. 

The assertio n  o f  BBSY informs all devices o n  the Unib us 
that a master exis ts. No device may use the data section 
of the b us or assert BBSY while ano ther device is 
asserting BBSY. 

The negation o f  BBSY means that no mas ter exis ts. 

BBSY is transmit ted o n  a Type-1 line. 

BG 4, BG S, BG6, BG 7, ( Bus  Grant n) 

Binary 

In respo nse to BRn, the a rbi tra tor asserts BGn. The 
firs t device o n  the BGn line that is ass erting BRn is 
designated as the nex t  b us master. 

The arbitrator negates BGn to acknowledge receipt o f  the 
assertion o f  SAC K by the device that has been designated 
as next b us mas ter. 

( "BRn" and "BGn " 
partic u lar BR 
connected) • 

are abbreviations used to designate the 
o r  B G  lin e t o  which a d evice is 

BGs are transmitted on Type-2 lines. 

Pertaining to a number sys tem with a radix o f  2. 
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Binary Digit 

Bit 

(1 ) One of the two states (0 or 1 )  of the binary number 
system. Usuall y  referred to as a " bit." 

(2 ) A character used to represent one of the two 
non-negative integers in binary notation, i.e., 0 or 1. 
Usuall y  referred to as a " bit." 

A shortened form of " binary digit." 

Bit Position 

Block 

A number that def ines the rel ative position of a bit in 
a word or byte. 

The 1 east sign i f i cant bi t i s de f in e d as bi t 0 i n t hi s 
specification. 

A group of words l ocated at sequential addresses. 

Block Transfer 

Transfer of several words of data from/to sequential 
addresses. 

Can be performed on the Unibus by either a series of 
single transf ers or by a mul tiple transfer. 

(See "Data Transfer." ) 

BR 4, BR S, BR 6, BR7 (Bus Request n) 

( 1 ) Four signal s, requesting the use of the bus on 
d i f f er en t p r i o r i t y 1 ev e 1 s , sent to the a r bi t rat o r by 
devices that require the use of the data section of the 
Unibus for the purposes of executing data transfers, an 
interrupt transaction, or both. 

BR 4 has the lowest priority, and BR7 the highest. 

BRs are transmitted on Type-1 l ines. 

(2 ) Terms sometimes used instead of " Priority Level 4, " 
" Priority Level 5, " "Priority Level 6, " and "Priority 
Level 7." 

To avoid confusion, 
" BR7 " are not used 
priority l evel s. 

the terms " BR4, " " BRS, " " BR6, " and 
in this specification to designate 

A-3 



Buffer (reg ister) 

Bus 

Bus Busy 

Bus Cycle 

Temporary storag e. 

A transmission medium that interconnects the various 
parts of a computing system. 

This term, as used in this specification, is synonymous 
with " Uni bus • " 

(See " BBSY." )  

The transfer of one word of data between a master and a 
slave. A bus cycle starts when the master puts the 
address and control bits on the A and C 1 ines, and 
normally ends when the master removes these bits from 
the A and C lines. 

Between a DATIP and a DATO or DATOB, the C lines must 
change, while the A lines may or may not change. In this 
case, the C lines delimit the two bus cycles. 

(Bus) Device 

A unit of the computing system that is connected to the 
Unibus. 

(Bus) Driver 

Bus Grant 

Bus Load 

A circuit used by a bus d evice to transmit sig nals to 
the Unibus . 

(See " BG4, BGS, BG6, BG7." See also "Grant." )  

A maximum 
transceiver. 
line loads. 

of one driver 
The Un ibus is 

and one receiver, or one 
1 imi ted to a maximum of 20 

(Bus) Master 

(1) A device or a processor that is currently permitted 
to use the data section of the Unibus . 

(2) A device which is asserting BBSY. 
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( Bu s) Rece ive r 

( 1 )  A c i rcui t used by a dev i ce to rece ive s ignal s f rom 
the Unibus . 

( 2) A c i rcui t who se  input i s  a Un ibus s ignal and whose 
output is  a standard l og i c  s ignal . 

( Bu s) Repeate r  

A dev i c e  u s e d t o  i nt e r c onnec t  two s eg ment s  o f  a 
mul t i- s egment Unibus sys tem . A repeater  rece ive s the 
s ignal s f rom one seg ment and r et ransmi ts them on the 
othe r s egment . 

Bus Request  

( Se e  " BR4, BR5, BR6, BR7 . "  Se e al so " Request . " ) 

( B u s ) Segment 

That po r t i on o f  a Un ibus system betwe en two term inato rs.  
A sys tem may cons i st  of  one o r  mo re  segments . The numbe r 
o f  dev ices  that may be connec ted to a segment i s  
l im i ted, as i s  the leng th o f  i ts cable . 

( Bus) Slave 

The dev ice  that communicates wi th the bus mas t e r . 

Bus Te rm i nal s 

The bus term inal s o f  a dev i c e  are the outputs o f  i ts bus 
receive r ( s) and the input ( s) to i t s  bus dr ive r ( s) . 

( Bus) Te rminato r 

A r es i st ive o r  res i s t ive- capac i t ive netwo rk at bo th ends 
o f  a cont inuous Unibus cabl e whose val ues are  chosen to 
match the charac te r i s t i c  impedanc e of the cabl e .  

( Bus) Transac t i on 

The sequenc e o f  s ignal s whi ch compl ete a log ical uni t  o f  
ac t i v i t y o n  the Un ibus . Fo r exampl e,  an i n t e r rupt 
t r ansac t i o n in c 1 ud e s the s equenc e o f s i g n a 1 s wh i ch 
r esul t in  inte rrupt ing the processor . 

( Bus) Transc e ive r 

A c i rcui t conta ining a bus dr iver and a bus rece iver . 
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( Bus) Transmit ter 

Byte 

C Lines 

(See " ( Bus) Driver.") 

A group o f  eight binary digits that  may be o pera ted upo n 
as a unit;  a h al f word. ( See "h ig h-orde r byte" and 
"l ow-order byte.") 

(See "Co ntro l  Li nes.") 

Clear 

Clock 

To ensure tha t a s torage element con t a i ns 0. 

(1)  A dev ice that  genera tes regul ar periodic signa l s. 

(2) The periodic signal s genera ted by a clock. 

Cloe k (verb) 

To cause the t ra ns fer o f  information f rom the input to 
the out put o f  a f l ip-flop. 

Co ntro l  and sta tus register (CSR) 

A dev ice register tha t contains information needed to 
communica t e  wit h the dev ice. Such in f o rm a t io n  m a y  
incl ude dev ice f un ct io n ,  co nditio n bit s ,  done bit,  
enable bit, and  error bits. 

Co ntro l  Lines ( C l ines) 

Contro l ler 

Unibus transmission medium used by a mas ter to indica te 
to a sl ave which type o f  da ta  tra ns fer o pera tio n  is 
required. 

The C l ines are Type-1 l i nes. 

In terf ace which a l l ows a dev ice to be a t t a ched to the 
Unibus and to be manipul a ted by Unibus trans a ctions .  

Core Memory 

A read/write random access memory using ferrite cores as 
storage el ements. 
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Cp, CPU (See "Processor.") 

Cros s tal k  

CSR 

El ect romagnetic or e l ec t ros t at ic coupl ing from one 
signal to another, d ue to physical closeness. Cros s tal k  
is usual l y  unwanted but unavoidabl e. 

(See "Control and St atus Regis ter.") 

D Lines 

(See "Data Lines.") 

Data 

El emen t s  o f  in format ion which can be proces s ed or 
prod uced by a computer. 

Data Buffer Regis ter 

A regis ter used within a device for temporary s torage of 
data t hat is to be trans ferred into o r  out of a 
processor or other device. 

Data Lines (D lines) 

Transmission medium used on the Unibus for the 16 data 
bits being trans ferred between the mas ter and the s l ave 
devices. 

The D l ines are Type- 1 lines. 

(Dat a) Trans fer 

DAT! 

DATIP 

The transmission of data from one device to another. 

Cont raction of "data- in." 

Transaction invol ving trans fer of one word of data from 
s l ave to mas ter. 

Contraction of "data- in, pause." 

Transaction involving trans fer of one word of data from 
s l ave to master; t he restore cycle is inhibited in 
des tructive readout devices, since the DATIP mus t be 
fol l owed by DATO or a DATOB to the same l ocation . 
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DATO 

DATOB 

DC LO 

Contraction of " data-out." 

Transaction invol ving transfer of one word of data from 
master to sl ave. 

Contraction of " data-out, byte." 

Transaction involving transfer of one byte of data from 
master to sl ave. 

The assertion of DC LO informs bus devices that power to 
a device's drivers and receivers may be about to fail , 
thus making the Un ibus non operabl e. 

The negation of DC LO informs the receiving devices that 
power to al l device drivers and receivers is within 
specifications. 

Dedicated Line 

Delay 

A signal path used for onl y  one purpose. 

(1) The time required for a signal to pass through a 
c ire ui t. 

(2 ) A del ay circuit. 

Delay Circuit 

Deskew 

A circuit which del iberatel y  introduces a del ay in the 
propagation of a signal . 

To introduce a del ay in a circuit to compensate for 
skew. 

Deskew Time 

Dev ice 

The del ay introduced into a circuit to compensate for 
skew. 

(See " (Bus) Device." ) 
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Dev ice Register 

A register accessed via a Unibus address. 

Direct Memory Access (DMA) 

Disable 

DMA 

Driver 

Enable 

Flag 

Flow Chart 

Grant 

Term inappropriate for the Unibus. In other systems, 
refers to the capability of transfer of data between 
memory and a device without program intervention on a 
word-by-word basis. (See " Non-Processor Transfer. " )  

To render inoperative or to prevent from being used. 
Normally used with reference to hardware as opposed to 
" inhibit, " which normally refers to signals. 

Direct memory access. 

(See " (Bus) Driver. " )  

To set up conditions so that a specific device, circuit, 
or signal can be used. 

A storage element used to retain control information for 
future reference. 

A graphical representation of the sequence of operations 
required to carry out a process. 

Generic term used for NPG as well as 
and BG 4 .  The term " Bu s  Grant" 
specification only in reference to 
BG 4.  

for BG7, BG6, BG5, 
is u sed in this 
BG7, BG6, BG5 and 

Hig h-Order Byte 

The byte occupying bit positions 8 through 15 in a word. 
Bit A00 of the address of a high order byte is 1. 

(See " Low-Order Byte. " )  
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Inhibit 

The process of  on e s ignal preven ting anot her from 
appearing at the ou tput of a logic element .  

!NIT ( Initialize) 

A Un ibus signal received by all d evices except 
processors .  Its purpose is to s top all bus operations, 
and to put all devices in a known, well defined s tat e .  

Initialize 

In terface 

To s et s torage elemen ts t o  zero or to  other s tarting 
values . 

( See " (Unibus) In terface.") 

Interlocked 

In terrupt 

A t ransaction in which a control signal transmitted by 
the initiator is positively acknowledged by the receiver 
of that signal. 

( 1) En try into a s ub-program, t riggered by an interrupt 
t ransaction from the Unibus .  

( 2 ) A signal to a computer that s tops t he execution of 
an ongoing program while a higher priority program is 
executed; also, a circuit that conveys s uch a signal 
( from " Webs ter' s New Collegiate Dictionary) . 

In terrupt Fielding Processor 

( See " Processor, In terrupt Fielding.") 

In terrupt Transaction 

A busy cycle d urin g which an in t errupt vect or is 
transmit ted to the processor. 

In terrupt Vector 

A data word trans ferred by a device d uring an interrupt 
transaction. 

Us ed by PDP-lls to  poin t to memory locations con taining 
new program co un ter and processor s tatus word values .  
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I NTR ( I nterrupt) 

Latency 

Asserted by an interrupting d evice, after it becomes bus 
master, to in form the processor that an interrupt is to 
be performed, and that the interrupt vector is present 
on the D line . 

(1) L ATENC Y is the d elay between the tim e that a d evice 
initiates a transaction and the time that it receives a 
respons e .  

Thus , if a d evice requests the use o f  the d ata sect ion 
of the bus, is granted the use of the bus, and then 
receives the n egation of BBSY (signifying that the 
previous master has released the data s ect ion of the 
bus) , then latency is the d elay between the assertion of 
the request and the receipt of the negation of BBSY by 
the requesting d evice . 

( 2 )  MAXIMUM TOLERAB LE NPR DATA TRANSFER LATENCY is the 
longest time that a d evice may be refused bus mastership 
be f o r e i t 1 o s e s data • It a ff e c t s on 1 y d ev ices that 
trans fer data in a constant stream, e .g . ,  a disk . 

( 3 )  M AX I M UM TOLE RABLE  BR  I NT E RRUPT L ATE NC Y is the 
longes t tim e  the computer may take to s ervice an 
interrupt before the requesting d evice loses its data . 
The service time includes the execution of al 1 higher 
priority interrupts and programs that may be pending, 
plus the tim e spent in the interrupt subroutine of the 
d evice in question . 

Least Significant Bit (LSB) 

Line 

Location 

Bit 0 on the Un ibus; 
byte; represents the 
position . 

t he r i g h tm o s t b i t 
base 2 to the 0 

( s e e " Wo r d " , " Mo s t s i g n i f i can t Bi t • " ) 

in a word or 
power binary 

A tran sm is s ion m ed ium . (See "Type -1 lin e, " "Type- 2 
line, " "Type-3 line . ") 

A word or byte of memory or a register . The address is 
the name of a location . 
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Low-Order Byte 

LSB 

The byte occupying bit position 0 through 7 in a word. 
Bit A00 of the address of a low order byte is 0 .  (See 
" High-Order Byte. " )  

(See " Least Significant Bit. " )  

Main Memory 

Master 

A device which may be accessed directl y by a Unibus 
cycle, in which programs and data can be stored and from 
which they can be retrieved. 

(See " (Bus) Master. " )  

Master Sync 

(See "MSYN . ") 

Memory 

A device in which programs and data can be stored and 
from which they can be retrieved. 

Memory, Main 

(See " Main Memory. " )  

Most Significant Bit (MSB) 

MSB 

MSYN 

The leftmost bit in a number. 

Represents the 
byte, the 2 to 
the 2 to the 
address. 

2 to the 7 th po wer binary position in a 
the 15th power binary position in a word, 
17 th po wer binary position in a Unibus 

(See " Wo r d; " " Le as t Sign i f i cant Bi t • " ) 

(See " Most Significant Bit. " )  

( Master Sync) 

The assertion of MSYN requests that the slave defined by 
the A l ines performs the function required by the C 
lines. 
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The negation  of MSYN i ndicate s to the slav e that the 
master cons iders the data transfer concluded . 

MSYN i s  transm itted on a Type-1 line . 

Multi ple Transfer 

( Se e  " Transfer, multi ple word . " ) 

Neg ate 

To put a s ig nal i n  a log ically false state . 

Negation  

The tran s i t i o n  of  a s ig nal to the log ically false state . 

No n-Proces sor Grant 

( See  " NPG." ) 

No n-Proces sor Request 

( See  " NPR." ) 

No n-Proces sor  (NPR ) Transfer 

A data transfer betwe en a dev ice and an address  ( which, 
typ i cally, i s  a dev ice )  w i thout act iv e prog ram 
i nterv enti on  or participati o n  by the processo r .  

( See " D irect Memory Access . " )  

NPG (No n-Processor Grant) 

In respo nse to an NPR, the arb itrator asserts NPG to 
i nform a dev ice that it has been des ig nated as the nex t 
bus master .  

In arbitrator neg ate s NPG i n  respo nse to the rece ipt of 
the as sertion  of SAC K .  

NPG i s  transm itted o n  a Type- 2 line . 

NPR ( No n-Proces sor Request) 

( 1 ) A s ig nal ass erted by a dev ice i n  order to reque st 
the use of the data sect i on of the Un ibus . 

NPR i s  transm itted on a Type-1 line . 

( 2 ) The term " Priority level NPR" refers to the highest 
pri ority lev el that may be ass ig ned to a bus dev ice . 
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NPR Latency 

( s e e " La ten c y • " ) 

NPR Transfer 

(See " Non-Processor Transfer." ) 

Octal 

Pertaining to a num ber system using a radix of 8 .  

PA, P B  (Parity Indicator Lines) 

Parity 

Parity Bit 

Transm ission m edium used on the Unibus which indicates 
parity errors . 

PA and PB are transm itted on Type-1 l ines. 

A simple check on the val idity of a number. A bit is 
appended to the number, which makes the sum of the ls in 
the number (incl uding the appended bit) odd for odd 
parity and even for even parity. The appended bit is 
cal l ed the " parity bit." 

Parity is checked by adding up the l ' s  in the num ber 
(incl uding the parity bit) . If this sum is odd (for odd 
parity) , or even (for even parity) , no odd num ber of 
bits has changed. 

A parity check detects onl y an odd num ber of errors in a 
number. 

(See " Parity." ) 

Parity Indicators 

(See " PA, PB." )  

Passive Rel ease 

Rel ease of the bus ( by negating BBSY) by a device which 
obtained control by a BG and which has not caused an 
interrupt. 

(See " Active Release." ) 
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Power Fail Features 

Priority 

Circuitry associated with AC LO and DC LO that all ows 
the Unibus to stop properly on po wer failure, and to 
restart properly when power returns. 

( See " AC LO" , " DC LO." } 

Order in which the use of the data section of the bus is 
allocated to bus dev ices. 

Priority Arbitration Network 

A logic circuit that compares priorities of devices 
requesting the data section of the bus in order to 
determine which dev ice is to be next granted control of 
the data section of the Unibus (become bus master} . May 
or may not be part of a processor. 

Priority Arbitration Sequence 

The signal sequence by which a dev ice is sel ected as 
next bus master. No actual bus transfer is performed, 
only selection of the next bus master. Controlled by the 
arbitrator. 

Priority Interrupt 

Processor 

Automatic method of queuing interrupts in such a way as 
to relate speed of serv ice to maximum tolerable 
interrupt latency of interrupting dev ices. 

A unit of a computing system that includes the circuits 
controlling the interpretation and execution of 
instructions. A processor does not include the Unibus, 
main memory, or peripheral dev ices. 

Processor, Interrupt Fielding 

Program 

A processor that has special connections to the 
arbitrator. These special connections permit the 
interrupt fielding processor to process interrupt 
transactions on the Unibus. There may be only one 
interrupt fielding processor on a Unibus. 

A sequence of instructions as interpreted by a 
processor. 
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Propagation Delay 

{See "Delay." ) 

Read/Modify/Write 

Receiver 

Register 

Repeater 

Request 

Reset 

Restore 

A transaction which involves reading, altering and 
restoring a word or byte of memory, e .g., incrementing 
the contents of a location may be done by performing a 
DATIP, modifying the data, then restoring it with a DATO 
or DATOB. 

{See " {Bu s) Receiver.11 ) 

A set of related storage elements capable of storing a 
specified amount of data, such as one word; usually 
refers to flip-flop storage. 

{See also 11 Device Register ." ) 

(See " (Bus) Repeater." ) 

Generic term used for NPR as well as for 
and BR 4 .  The words " Bus Request" are 
specification only in reference to BR7, 
BR 4 .  

BR7, BR6, BRS, 
used in this 
BR6, BRS, and 

To ensure that a storage element is in the negated or 
false state. 

To return to its original condition. Normally refers to 
a core memory restore cycle. Since the state of a memory 
core is returned to zero when read, it must be restored 
to its original condition after each read cycle . 
Typically, this is done automatically for a DAT!, but 
not for a DATIP. 

SACK (Selection acknowledged) 

A device asserts SACK to  acknowledge that it has 
accepted a grant. The arbitrator is disabled while SACK 
is asserted. 
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Segment 

Set 

Set To "x" 

Skew 

Sl ave 

Sl ave Sync 

The negation of SACK by a master signifies that it has 
al most finished transferring data; this allows the start 
of a new priority arbitration cycl e .  

SACK is transmitted on a Type-1 l ine . 

(See "(Bus) S egment . ") 

To ensure that a storage el ement is in the true state . 

To enter a val ue "x" in a storage device . 

(1) The difference of time of arrival at the output of 
any two bus receivers in a device, of a singl e signal 
appl ied to the inputs of two corresponding bus drivers 
in another device . 

(2 ) The difference of the time of arrival at the outputs 
o f bus re c e iv e r s i n one d ev i c e , o f s i g n a 1 s a pp 1 i e d at 
the same time to the inputs of corresponding bus drivers 
in another device. 

(See "(Bus) Sl ave . ") 

( S e e " SS YN • " ) 

SSYN (Sl ave Sync) 

A sl ave asserts SSYN in order to inform the current 
master that the sl ave has performed its part of a data 
transfer operation . 

In an interrupt operation, SSYN 
interrupt fielding processor to 
accepted the interrupt data word . 

is asserted 
signify that 

by 
it 

the 
has 

The next bus master waits for the negation of SSY N  
before beginning the next data transfer operation. 

SSY N  is transmitted on a Type-1 l ine . 
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Strobe 

(See "Clock (Verb) ." ) 

Synchronous Event s  

Events related by fixed time in tervals. 

Terminator 

Timeout 
(See " ( Bus) Terminator.") 

Action taken if an expected response is not received 
within a specified time; this t ime is referred to as the 
t imeout interval. 

Transaction 

(See " (Bus) Transaction.") 

Transceiver 

(See " ( Bus) Transceiver.") 

Trans fer ( noun) 

(See " (D a t a) Tran s f er, " "Tran s f er, Mul t iple Word , " 
"Trans fer, Single Word ." 

Trans fer (verb) 

To transmit data from one device to another. 

Trans fer, Multiple Word 

More than one word or byte is trans ferred between mas ter 
and slave on the authority of a single grant .  The bus is 
not released by the master between word t rans fers. 

Trans fer, Single Word 

On ly one word or byte is trans ferred between master and 
slave on the authority of a single grant . 

Transmit ter 

(See " ( Bus) Transmit ter.") 
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Type-1 Line 

A transmissio n  medium to which d evice and processor 
outputs are connected in a wired-OR configuratio n by bus 
d rivers; device and processor inputs are also connected 
to the wired-OR by bus receivers. A line o f  this type is 
terminated at both end s o f  the Unibus by a resistor to 
+ 5  Vdc and another to ground. Some d evices o r  processors 
may have d rivers and receivers , o r  only d rivers o r  only 
receivers connected to a Type-1 line. Type-1 lines are 
used by all Unibus signals with the exception o f  the 
NPG ,  BG 7 ,  BG6 , BG 5 ,  BG 4 ,  AC LO and DC LO. 

Type-2 Line 

A transmissio n  medium in which a signal transmitted 
( ass erted or negated) by the arbi tra tor is received by 
the d evice physically closest to it on that line. This 
d evice , in turn , d epending upon its internal condition , 
either transmits o r  does not transmit the signal to the 
next d evice on the s ame line. 

A Type-2 line is terminated at the d river end by a 
resisto r  to + 5  Vdc. It is also terminated at the 
receiver end by resisto rs to ground and to + 5  Vdc. 

Type-2 lines are used by the Unibus grant s ignals: NPG ,  
BG7 , BG6 , BGS , and BG4. 

Type-3 Line 

Unibus 

A transmission medium used by AC LO and DC LO signals. 
Po wer supply and processor outputs are connected in a 
wired-OR conf ig ur at io n ,  terminated at both end s o f  the 
Unibus by a resis tor and a capacitor in parallel to + 5  
Vdc. 

A type o f  bus d efined by this specificatio n. 

(Unibus) Interface 

Vecto r 

The hardware and logic need ed to allow communication 
between d evices o ver a Unibus . 

(See "Interrupt Vecto r.") 
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Word 

A 1 6-bit unit o f  data . 

A wo rd add ress is always an even number . A wo rd has the 
same address as its low o rder byte . 



APPENDIX B 

UNIBUS HARDWARE 

B . l BCllA CABLE 
The BCl lA-XX  cab l e  is constructed from two paral l el 6 0 -conductor 
flat 17 -0 0 0 02-1 cab les separated by foam, with a connector card 
attached to each end. It is made in various l engths from 2 feet 
throug h 50 feet at 1- foot increments. The -XX suffix denotes the 
number of feet. 

The cab l e  contains 56 signal l ines and '5 4  ground l ines. The 
connector card has 56 fingers assigned to signal s and 14 assigned 
to ground. The BCl lA cab l es are used to connect system units that 
are not adj acent. 

B . 2  M920 JUMPER 
The M920 j umper contains a short piece of 6 0 -conductor cabl e 
carrying 56 Unibus signal s and 4 grounds between two connector 
cards. The cards are hel d rigidl y in paral l el ,  one inch apart, by 
a handle. The M 920 j umper is used to connect system units which 
are adj acent. 

B.3 M9202 24-INCH JUMPER 
The M9202 24-inch j um per has the same cab l e  construction as the 
BC l lA-2. The cab l e  is fol ded inside the j umper. The connector 
cards are hel d rigidl y in paral l el,  one inch apart, by a handl e. 
The M9202 is sometimes used in pl ace of the M92 0  to connect 
adj acent system units on distributed-load Unibus segments. 

B.4 TERMINATOR CARDS { M9 3 0 , M98 1 )  
Terminator cards provide the matched termination that the 
signal lines need to prevent refl ections. The M9 3 0  pl ugs 
sl ot that might normal l y  b e  connected to a continuation 
Unibus segment (i. e. , M9 3 0  is connected to each end 
segment) • 

Uni bus 
into a 
of the 
of the 

There are 14 ground and 2 +5-vol t connections, connected according 
to the connector b l ock pin l ist (Refer to Paragraph B. 6. ) 

The M981 is effectivel y an M9 3 0  pl aced on an M920  j umper. 

B.5 DRIVERS , RECEIVERS AND TRANSCEIVERS 
Listed bel ow are the drivers, receivers, and transceivers used to 
interface with Unibus cable: 

1. 8 6 4 0, 9 56 

2. 8 641, 9 6 4  

3. 8 8 81, 9 57 

-Quad NOR gate (receiver) 

-Quad transceiver (receiver/driver) 

-Quad NAND gate (driver) 
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B.6 UNIBUS CONNECTOR BLOCK PIN ASSIGNMENTS 
Unibus cab l e  normal l y  pl ugs into rows A and B of a s l ot in a 
backpl ane. The Unibus signal s (incl ud ing grounds and + 5  Vol t s) are 
l is t ed in the fol l owing l is t  by pin numbers and by signal names . 

Note that + 5  Vol ts is intended for terminator card s (M9 3 0, M9 81) 
on l y. + 5  Vo 1 ts shoul d never be connected in the Un ibus between 
sys t em units . 

PIN 

M l  
AA2 
AB l 
AB2 
AC l 
AC2 
AD l 
AD2 
AE l 
AE2 
AF l 
AF2 
AH l 
AH2 
AJl 
AJ2 
AK l 
AK2 
AL l 
AL2 
AMl 
AM2 
AN l 
AN2 
APl 
AP2 
AR l 
AR2 
ASl 
AS2 
AT l 
AT2 
AU l 
AU2 
AV l 
AV2 

SIGNAL 

INITL 
POWER (+ 5 V) 
INTRL 
GROUND 
D 0 0 L  
GROUND 
D 02L 
D 01L 
D 04L 
0 0 3L 
D 06 L  
D 0 5L 
D 0 8L 
D 0 7L 
D l 0L 
D 09L 
D l2L 
D l lL 
D l 4L 
D13L 
PAL 
D l 5L 
GROUND 
PB L 
GROUND 
BBSYL 
GROUND 
SACKL 
GROUND 
N PRL 
GROUND 
BR7L 
NPGH 
BR6L 
BG 7 H  
GROUND 

PIN 

BA l 
BA2 
B81 
B82 
BC l 
BC2 
BD l 
BD2 
BE l 
BE2 
BF l 
BF2 
BH l 
BH2 
BJl 
BJ2 
BK l 
BK2 
BL l 
BL2 
BM l 
BM2 
BN l 
BN2 
BPl 
BP2 
BR l 
BR2 
BS l 
8S2 
BT l 
BT2 
BU l 
BU2 
BV l 
BV2 
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SIGNAL 

BG6H 
POW ER (+ 5 V) 
BG 5H  
GROUND 
R5L  
GROUND 
GROUND 
BR4L 
GROUND 
BG4H 
AC LOL 
DC LOL 
A0 1L 
A0 0L 
A0 3L 
A02L 
A0 5L 
A04L 
A0 7L  
A06L 
A0 9L 
A0 8L 
Al l L  
Al 0L 
Al 3L 
Al2L 
Al 5L 
Al4L 
Al 7L 
Al6L 
GROUND 
C lL 
SSYNL 
C 0L 
MSYNL 
GROUND 



SIGNAL PIN SIGNAL PIN 

A0 0L BH2 D 06L AFl 
A0 1 L  BHl D 0 7L AH2 
A02L BJ2 D 08L AH! 
A0 3L BJ! D 0 9 L  AJ2 
A04L BK2 D 1 0L AJl 
A05L BK ! D llL AK2 
A06L BL2 D12L AK! 
A0 7L BL l D 1 3L AL2 
A08L BM2 Dl4L ALl 
A0 9L BMl D l5L AM 2 
Al0L BN2 GROUND AB2 
AllL BN l GROUND AC2 
Al2L BP2 GROUND AN ! 
Al3L BP! GROUND APl 
Al4L BR2 GR OUND AR! 
Al5L BR l GROUND AS ! 
Al6L 8 S2 GROUND ATl 
Al7L BSl GROUND AV2 
AC LOL BF! GROUND 8 82 
BBSYL AP2 GROUND BC2 
BG4H BE2 GROUND BDl 
BG5H 8B 1 GROUND BE l 
BG6H BA! GR OUND BTl 
BG 7H AVl GROUND BV2 
BR4L 8D2 INITL AA! 
BR5L BC ! INTRL ABl 
BR6L AU2 MSYNL BVl 
BR 7L AT2 NPGH AUl 
C 0L BU2 NPRL AS2 
C lL BT2 PAL AM! 
D 00L AC ! PBL AN2 
D 0 1 L AD2 +5 V AA2 
D 02L AD! +5 V BA2 
D 0 3L AE2 SACKL AR2 
D 04L AE l DC LOL BF2 
D 05L AF2 SSYNL BUl 
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