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transactionally deployed and centrally managed egtlComputer Science, TCD.

Description:

A pilot computational grid for Ireland;rid-lIreland, was established (with funding
from Enterprise Ireland) in Oct-1999 on foot of ekments over 1998-9 by Dr.Brian
Coghlan (TCD) with the Globus middleware. It was finst such national grid
infrastructure in Europe. The initial collaboratiath Dr.John Morrison (UCC) was
quickly joined by Dr.Andy Shearer (NUIG). The foams national grid connectivity
was then extended to Europe when Brian Coghlagbihe EU DataGrid consortium
(unfunded) in Aug-2000, and then the EU CrossGoiasortium.

Figure 1: Initial Grid-Ireland infrastructure

Initally the middleware was manually deployed, this was soon automated by
extending scripts developed by DataGrid colleaguéise Italian INFN organisation.
This allowed V1.0 of the Grid-Ireland middlewarehi® released in Jun-2001 as a
layer above HEAnet. In Jun-2002 this was replacih 2.0, a customisation of the
University of Edinburgh’s LCFG automated deploymiemis used by DataGrid.

The initial three sites grew to six by 2001 in ablbration with Prof.Luke Drury of
Dublin Institute for Advanced Studies (DIAS), Pésdrian Ottewill of University
College Dublin (UCD) and Prof.Ron Perrott of Quebiméversity Belfast (QUB).
The first virtual organisation (VO), Cosmogri@r{d-enabled Computational Physics
of Natural Phenomena), led by DIAS, was set up in Oct-2003, with 9 ingtons and
60 individuals funded by the HEA PRTLI programme.

Fie 2: Cogri publicity graphic



Funding also covered three Beowulf clusters andssig Gateways. The latter were
points-of-presence at the six main sites virtuadjsall the necessary grid services, to
be centrally deployed and managed by a newly askedal OpsCentre at TCD, see the
deployment architecture papers in the associalddrfof this catalog.
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Figure 3: Architectures of (a) Grid-lIreland site, and (b) Grid-lIreland grid gateway

In 2004 Dell generously donated eleven Dell 1650ess to Grid-Ireland to enable
expansion of the grid gateway infrastructure, ewalhy to 18 sites, North and South,
in collaboration with the national research andoation network provider, HEAnet.
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Figure 4. Grid-Ireland infrastructure showing all 18 grid sites



To support this larger infrastructure, the OpsGedeveloped a transactional way to
deploy middleware, again see the papers in themded folder of this catalog.
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Figure 5: Transactional deployment process

This allowed push-button deployment of grid middheg; an unusual facility that
greatly eased the task of maintaining the infrastme in a consistent state.
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Figure 6: Transactional deployment GUI

Cosmogrid was succeeded in 2007 by e-INIS, agdibyeDIAS and funded by HEA
PRTLI. Further national VOs were established, famaple, Marinegrid to support
marine science, WebCom-G to support a specific chenscience project, and
SoloVO to support independent grid users, but figber international VOs,
particularly HELIO to support the EU heliophysiagmmunity.



This grid infrastructure was embedded in an intiéonal context. In 2004 the
successor to the DataGrid project, EGEE, kickedwitfi its first conference in UCC.
Grid-Ireland was a participant in all the major &uean grid developments: DataGrid,
CrossGrid, EGEE, EGEE-2, EGEE-3, Int.EU.Grid, EGHPIRE and eventually the
pan-EUEuropean Grid Infrastructure (EGI). A non-profit company with charitable
status, GINGI Ltd, was founded in 2009 to enabkonal commitments to EGI.

January  European Data Grid project is launched
April EGEE begins

May EGEE-Il takes over from EGEE
September EGI_DS begins

May EGEE-Ill begins

December EGI_DS releases ‘Blueprint for a
European Grid Infrastructure”

March EGI_DS policy board decide

Amsterdam will host EGl.eu

July EGI council is created based around
a Memorandum of Understanding

8 February EGl.euis founded

1 May EGl.eu assumes coordination of
European Grid Infrastructure, supported
financially by NGIs, EIROs and the EC
through the EGI-InSPIRE project

EGI-InSPIRE ends,
EGl.eu continues to coordinate EGI

Figure 7: The European context for the Grid-Ireland infrastructure

A parallel international context existed for segurComputational grids are secured
with a PKI infrastructure. For the very earliespexments, PKI certificates were
acquired from the Globus Certificate Authority (ClA)America. But even before
Grid-Ireland was established it was clear thatralependent CA was needed, with its
own policies and procedures.

Initially a Smple CA (from SSL) was set up, but quickly replaced witistomised
OpenCA software. When DataGrid began it was found theddd CA had also taken
this approach (both were members of the originalrsthe DataGrid CA Group), and
they then collaborated in solving problems in Op&nQntil 2006 the primary CA
was Dr.Brian Coghlan and the backup was David Q&gakn, then they swapped
roles. The Grid-Ireland CA was deeply involvedhe evolution of the CA Group and
its successor the EUGridPMA (European grid poli@nagement authority), now one
of the three PMAs of the International Grid TrustEration (IGTF).

The CA hardware consisted of a front-end online (Ristration authority) server
and an isolated back-end CA server, both withial&leight rack (actually the disk
chassis of the Sequent Symmetry in this collectialong with a small safe for
backups, with multiple locks securing all the parfedbm entry (the UK grid CA
hardware actually resided inside a 6ft-high sa@@tificate requests approved on the
RA server were transferred to the CA server udimgply disks and vice versa.



Grid-Ireland was also a participant in significarternational research such as the EU
EMI, StratusLab, Mantychore and SCI-BUS projecsswall as the EU/USA HELIO
project and the global CERN LHC computing for thELAS and LHCb detectors.

Higgs boson observed at CERN.
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Figure 8: Grid-lIreland csTCDie site contribution to CERN LHC computing

Ultimately, however, it became a casualty of theneenic crash of 2008 (aka Global
Financial Crisis, or GFC), and was gracefully ctbdewn on 31-Dec-2012.
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What is Grid-lreland?

Grid-Ireland is the National Grid Initiative
(NGI) for Ireland. Each European Union
member state has a National Grid Initiative.
NGls are entities with a public mission aiming
to mobilise funding resources at national level
for the provision of grid services. The Irish
NGI, Grid-Ireland, was established in 1999 to
develop and coordinate the provision of
national grid services for the academic
research community in Ireland. It is a founder
member of the European Grid Infrastructure
(EGI). It supports Irish academics who wish to
participate in EU projects and would benefit
by bringing grid resources to the table.

v teee
eel What is EGI ?
EGl is a collaboration of NGls and EIROs to
coordinate a sustainable computing grid
infrastructure for Europe that will seamlessly
enable users access to a diverse range of
widely dispersed computing resources in the
most efficient and suitable manner possible.
EGI headquarters are at EGl.eu in Amsterdam.

EGI’s mission is aligned with the European
Commission’s goal to remove barriers to the
free movement of knowledge across Europe.
This ambition, outlined in the Lisbon Treaty, is
now hailed as the fifth freedom to be enjoyed
by the EU, after the free movement of goods,
capital, services and people.

Grid is one of the key distributed computing
infrastructure technologies underpinning the
fast-evolving sectors of e-Science, e-Health
and e-Government, and is expected to play a
key role in the development of the European
Research Area (ERA).

An Roinn Fiontar, Tradala agus Nualaiochta
Department of Enterprise, Trade and Innovation
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What are grid services?

Grid Computing is a generic term used to
describe a distributed ensemble of computing
services that enable user communities to form
Virtual Organisations (VOs) and share widely
distributed resources in a co-ordinated,
structured, secure and trusted manner, and
meanwhile guarantee that resource providers
still control who may access their resources.

What is a grid infrastructure?

e-Science computing grids are infrastructures
assembled using grid services on which groups
of scientists (e.g. bioinformatics, high-energy
physics) can share and aggregate computers,
storage and scientific instruments. Some grid
infrastructures are specific to a discipline (e.g.
Cancergrid), whilst others serve many.

The generic European Grid

TCD/Grid-Ireland is a partner in the EU FP7
EGI-InSPIRE project, led by EGl.eu. Currently,
this grid infrastructure is composed of some
310 sites from 57 countries, providing over
240,000 CPU cores and over 100 petabytes of
data storage to many research disciplines, and
will unify several previously diverse large EU
grids to form a persistent generic EU Grid.

The Irish Grid

Grid-Ireland has sites and central services:

Grid-Ireland




Sites that share resources (clusters/storage)
do so via gateways that run the grid services
(a layer above HEAnet). Currently over 1000
CPU cores and over 100 terabytes of storage
are shared. Central services provide necessary
coordination.

Grid-Ireland users

Grid-Ireland currently supports usage in the
following research domains: bioinformatics,
high-energy physics (incl.CERN), geophysics
and earth sciences, astronomy & astrophysics,
computational chemistry, network simulation,
mathematical research, grid middleware and
marine sciences. Support staff can advise on
the best way for users to get their applications
grid-enabled as quickly as possible, and a
helpdesk tracks all user requests and issues.

Grid applications are typically loosely-coupled,
where the workload can be easily broken
down into smaller sets of individual tasks that
have little or no interaction with one another.
In this way, a large job may be grid-enabled in
an efficient manner. In addition, Grid-Ireland
staff are joint leaders with CSIC in Spain in
expanding the support for tightly-coupled
(MPI) parallel workloads on the EU Grid.

Grid-Ireland policy activities

Grid-Ireland is primarily a policy body that
engages with its EU peers, the Irish
Government and other interested parties. It
establishes the policies, practices and
standards for grid operations in Ireland. It
interacts with its peers within EGI, which is a
member of the European e-Infrastructure
Forum along with PRACE and Geant. User
requirements influence policy inputs to the
relevant funding agencies.

Investing in your future

k| 00 €

Higher Education Autharity
An t0darés um Ard-Oideachas

An Roinn Fiontar, Tradala agus Nualaiochta
Department of Enterprise, Trade and Innovation

e-infrastructure

Grid-Ireland operational activities

Grid-Ireland delegates its operations to the
OpsCentre, based in Trinity College Dublin,
which is recognised internationally as the
operations centre coordinating Irish grid
activities, e.g. it is the body that issues grid
certificates accepted by most major grid
infrastructures. It also underpins Irish grid
activities in major EU projects. It interacts
with EU Grids, especially EGI-InSPIRE, which
interfaces with EU ESFRI projects. It is funded
by the EU FP7, and by the HEA as part of the
e-INIS collaboration under PRTLI cycle 4.

e-INIS integrated e-Infrastructure

The e-INIS initiative aims to coordinate and
enhance activities to create a sustainable
national e-infrastructure. Since 2007 it has
made significant input into the Irish Centre for
High Performance Computing on HPC, into
HEAnet for federated identity management
and lambda switched 10Gbps networking,
into the Grid-Ireland OpsCentre as funding,
and into the OpsCentre, DIAS and UCC for a
large scale pilot national datastore.
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Grid-Ireland Contact Details:

www.grid.ie  grid-ireland-mgr@cs.tcd.ie
Brian Coghlan: coghlan@scss.tcd.ie

John Walsh: john.walsh@scss.tcd.ie
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Grid-Ireland OpsCentre

Department of Computer Science
Trinity College Dublin

What is Grid-Ireland ?

In Ireland, the universities and other
institutions of advanced education and
research are represented by the
Higher Education Authority (HEA), and
computing systems at these institutions
are interconnected by the HEAnet.
Grid-Ireland is a managed layer above HEAnet that
provides grid services.

The aim is to enable communities of users, for example,
astrophysicists, geneticists or linguists, to construct
virtual organizations above Grid-Ireland.

The guiding principle is that there may be many virtual
organizations, but there only needs to be one grid layer.

Infrastructure

All Grid-Ireland sites are interconnected with the Grid
using a homogeneous set of hardware and software
resources. Minor changes are required to customise to
the local environment. Machine configurations are
securely distributed from a central repository.

Central
Services

Jasreldn
i;‘ i
@ Sites
MW Clusters

Grid-Ireland

~ HEAnet

National Collaborations

A varied range of projects are supported. These include
national VOs such as CosmoGrid and WebCom-G. Grid-
Ireland is also a core partner in the HEA PRTLI4 project
e-INIS to create a sustainable national e-infrastructure.

'\
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European Collaborations

Through the OpsCentre, Grid-Ireland also collaborates in
international grid efforts such as EGEE and Int.EU.Grid,
and is preparing for the European Grid Infrastructure
(EGI), a federation of national Grid infrastructures
(NGIs). Grid-Ireland supports Irish academics who wish
to participate in EU projects and would benefit by
bringing grid resources to the table.

Grid-Ireland OpsCentre

The national Grid is closely monitored by the operations
team based in Trinity College Dublin. From there, they
are able to view an up-to-date overview of the status of
the Grid. The Grid-lIreland OpsCentre is the EGEE
Regional Operations Centre (ROC) for Ireland.

Home Documentation Alarms Metrics [ Help
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A major OpsCentre goal is to support many flavours of
operating systems and architectures. Currently it leads
the EGEE-II porting activity, which will enable the gLite
middleware to run on diverse operating systems such as
MacOS X, Solaris, AlX, as well as the common variants
of Linux, such as CentOS, Debian and Ubuntu.

Grid-Ireland Local ETICS Build of gLite-3_1_0

News: gLite WN 3.1.0-6 now available for SuSE 9.3 and CentOS 4.6. Installation guide and !

Builds using ETICS version: 1.3.2-1 (Debian x86_64 at PSNC)
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Building the global grid:
Enabling Grids for E-SciencE

Over the past ten years Grid computing has evolved from a
research concept to a vital tool for performing scientific
computation on a global scale. While there are still technical
challenges involved (the software can always be improved),
the more significant challenges now emerging are operational:
ensuring that an infrastructure spanning the entire globe is a
stable system suitable for doing serious scientific research.

One of the largest initiatives working towards this goal is the
Enabling Grids for E-sciencE project funded by the EU:

“The Enabling Grids for E-sciencE project brings together
scientists and engineers from more than 240 institutions in 45
countries world-wide to provide a seamless Grid infrastructure
for e-Science that is available to scientists 24 hours-a-day.
Conceived from the start as a four-year project, the second
two-year phase started on 1 April 2006, and is funded by the
European Commission.

Expanding from originally two scientific fields, high energy
physics and life sciences, EGEE now integrates applications
from many other scientific fields, ranging from geology to
computational chemistry. Generally, the EGEE Grid
infrastructure is ideal for any scientific research especially
where the time and resources needed for running the
applications are considered impractical when using traditional
IT infrastructures.

The EGEE Grid consists of 41,000 CPU available to users 24
hours a day, 7 days a week, in addition to about 5 PB disk

==

The new 768-core Dell Grid cluster at TCD
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The European Grid as seen on Google Earth

(5 million Gigabytes) + tape MSS of storage, and maintains
100,000 concurrent jobs. Having such resources available
changes the way scientific research takes place. The end use
depends on the users' needs: large storage capacity, the
bandwidth that the infrastructure provides, or the sheer
computing power available.” [from http://www-eu-egee.org]

As the lIrish partner in EGEE, TCD is responsible for the entire
Irish grid infrastructure. The Computer Architecture and Grid
group runs the Grid-lIreland Operations Centre, which is
responsible for managing core services that tie the various
sites together into a grid. We have also recently installed a new
cluster of computers from Dell which makes the equivalent of
768 desktop processors available to Irish and European
scientists wishing to run their computations on the Grid.

In addition, the CAG research group is currently taking a
leading role in some important initiatives within EGEE which
will make Grid software useful to a wider community of users:

e Improving support for parallel programs: The initial
users of the Grid were mainly interested in running many
1000s of independent jobs, and so the support for running
compound jobs made up of multiple communicating
programs was limited. CAG has developed tools to help
configure sites to support parallel jobs and to test
functionality at sites.

e Making the Grid middleware work on a wider range of
operating systems: TCD has been working on porting the
Grid software to a wide range of platforms and now
coordinates porting efforts across the whole EGEE project.

» Developing software for managing large and complex
systems of clusters and servers: We are active
contributors to the Quattor toolkit for instaling and
configuring Grid infrastructures.

= int.eu.grid
I el coce
-I_hliir‘l Enabling Grids
'= L for E-sciencE

€-Jnis

EGEE-IIl is a project funded by the European Union under contract number INFSO-RI-031688
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| Grid-Ireland closure on 31 December 2012. Please note that all Grid-Ireland service will be shut down. Grid services CA

Grid-Ireland closure on 31 December 2012

As a result of a funding decision in mid-2011, the Grid-Ireland Operations Centre
at TCD cannot be sustained beyond the end of 2012

We would like to thank all of our users, site administrators, supporters and
staff for contributing to Grid-lreland’s successes over the years.

* 5nd services closure information
= CA closure and migration
= News item: Grid-lreland Operations Centre Closure on 31 December 2012

Grid-Ireland involvement in the LHC: The Grid-Ireland Operations Centre is involved
in data storage and processing for the Atlas and LHCb experiments.

Higgs boson observed at CERN.
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4th July 2012: Higgs Boson disovered! See press coverage.

The aim of Grnid-Ireland is to enable communities of users, for example,
astrophysicists, geneticists or linguists, to construct virtual organizations above Grid-
Ireland. The guiding principle is that there may be many virtual organizations, but
there only needs to be one grid layer The benefit is a research platform for scientists
and an object of research for computer scientists, and a natural symbiosis between the
two.

; E'IHISThe Gnid-lreland Operations Centre is a partner in the e-INIS project
f to develop a national e-Infrastructure for Ireland. e-INIS is funded by
HEA under PRTLI cycle 4 as part of the National Development Plan and with support
from EU structural funds.

e To learn more about grid computing you can visit the Grid Cafe at
== CERN. Find out how grid computing works, what grid computing can do,
= what it could mean for you, and much more.
Crid

The Grid-lreland Operations Cenire participates in:

» e-INIS, the |rish National e-Infrastructure

» EGI, the European Grid Infrastructure

+ EMI, the European Middieware Initiative

+ Stratuslab, with the aim of enhancing grid infrastructures with virtualization and
cloud technologies

+ HELIO, the Heliophysics Integrated Observatory

» Mantychore, IP Networks as a Service

+ SCI-BUS Scientific gateway-based user support

+ ER-Flow, Scientific workflows

News

+ Grid-Ireland CA closure and
migration
October 24 2012 10:45.03.

» (Grid-lreland decommissioning is
under way
October 22 2012 15:01:09.

+ Grid-freland Operations Centre
Closure on 31 December 2012
July 27 2012 13:00:03.

» A Higgs Boson is found at CERN
July 05 2012 13:35:01

Press Coverage



