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Synopsis: The computational Grid for Ireland, map&ant in DataGrid, EGEE, EGI,
transactionally deployed and centrally managed egtlComputer Science, TCD.

Description:

A pilot computational grid for Ireland;rid-lIreland, was established (with funding
from Enterprise Ireland) in Oct-1999 on foot of ekments over 1998-9 by Dr.Brian
Coghlan (TCD) with the Globus middleware. It was finst such national grid
infrastructure in Europe. The initial collaboratiath Dr.John Morrison (UCC) was
quickly joined by Dr.Andy Shearer (NUIG). The foams national grid connectivity
was then extended to Europe when Brian Coghlagbihe EU DataGrid consortium
(unfunded) in Aug-2000, and then the EU CrossGoiasortium.

Figure 1: Initial Grid-Ireland infrastructure

Initally the middleware was manually deployed, this was soon automated by
extending scripts developed by DataGrid colleaguéise Italian INFN organisation.
This allowed V1.0 of the Grid-Ireland middlewarehi® released in Jun-2001 as a
layer above HEAnet. In Jun-2002 this was replacih 2.0, a customisation of the
University of Edinburgh’s LCFG automated deploymiemis used by DataGrid.

The initial three sites grew to six by 2001 in ablbration with Prof.Luke Drury of
Dublin Institute for Advanced Studies (DIAS), Pésdrian Ottewill of University
College Dublin (UCD) and Prof.Ron Perrott of Quebiméversity Belfast (QUB).
The first virtual organisation (VO), Cosmogri@r{d-enabled Computational Physics
of Natural Phenomena), led by DIAS, was set up in Oct-2003, with 9 ingtons and
60 individuals funded by the HEA PRTLI programme.

Fie 2: Cogri publicity graphic



Funding also covered three Beowulf clusters andssig Gateways. The latter were
points-of-presence at the six main sites virtuadjsall the necessary grid services, to
be centrally deployed and managed by a newly askedal OpsCentre at TCD, see the
deployment architecture papers in the associalddrfof this catalog.
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Figure 3: Architectures of (a) Grid-lIreland site, and (b) Grid-lIreland grid gateway

In 2004 Dell generously donated eleven Dell 1650ess to Grid-Ireland to enable
expansion of the grid gateway infrastructure, ewalhy to 18 sites, North and South,
in collaboration with the national research andoation network provider, HEAnet.
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Figure 4. Grid-Ireland infrastructure showing all 18 grid sites



To support this larger infrastructure, the OpsGedeveloped a transactional way to
deploy middleware, again see the papers in themded folder of this catalog.
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Figure 5: Transactional deployment process

This allowed push-button deployment of grid middheg; an unusual facility that
greatly eased the task of maintaining the infrastme in a consistent state.
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Figure 6: Transactional deployment GUI

Cosmogrid was succeeded in 2007 by e-INIS, agdibyeDIAS and funded by HEA
PRTLI. Further national VOs were established, famaple, Marinegrid to support
marine science, WebCom-G to support a specific chenscience project, and
SoloVO to support independent grid users, but figber international VOs,
particularly HELIO to support the EU heliophysiagmmunity.



This grid infrastructure was embedded in an intiéonal context. In 2004 the
successor to the DataGrid project, EGEE, kickedwitfi its first conference in UCC.
Grid-Ireland was a participant in all the major &uean grid developments: DataGrid,
CrossGrid, EGEE, EGEE-2, EGEE-3, Int.EU.Grid, EGHPIRE and eventually the
pan-EUEuropean Grid Infrastructure (EGI). A non-profit company with charitable
status, GINGI Ltd, was founded in 2009 to enabkonal commitments to EGI.

January  European Data Grid project is launched
April EGEE begins

May EGEE-Il takes over from EGEE
September EGI_DS begins

May EGEE-Ill begins

December EGI_DS releases ‘Blueprint for a
European Grid Infrastructure”

March EGI_DS policy board decide

Amsterdam will host EGl.eu

July EGI council is created based around
a Memorandum of Understanding

8 February EGl.euis founded

1 May EGl.eu assumes coordination of
European Grid Infrastructure, supported
financially by NGIs, EIROs and the EC
through the EGI-InSPIRE project

EGI-InSPIRE ends,
EGl.eu continues to coordinate EGI

Figure 7: The European context for the Grid-Ireland infrastructure

A parallel international context existed for segurComputational grids are secured
with a PKI infrastructure. For the very earliespexments, PKI certificates were
acquired from the Globus Certificate Authority (ClA)America. But even before
Grid-Ireland was established it was clear thatralependent CA was needed, with its
own policies and procedures.

Initially a Smple CA (from SSL) was set up, but quickly replaced witistomised
OpenCA software. When DataGrid began it was found theddd CA had also taken
this approach (both were members of the originalrsthe DataGrid CA Group), and
they then collaborated in solving problems in Op&nQntil 2006 the primary CA
was Dr.Brian Coghlan and the backup was David Q&gakn, then they swapped
roles. The Grid-Ireland CA was deeply involvedhe evolution of the CA Group and
its successor the EUGridPMA (European grid poli@nagement authority), now one
of the three PMAs of the International Grid TrustEration (IGTF).

The CA hardware consisted of a front-end online (Ristration authority) server
and an isolated back-end CA server, both withial&leight rack (actually the disk
chassis of the Sequent Symmetry in this collectialong with a small safe for
backups, with multiple locks securing all the parfedbm entry (the UK grid CA
hardware actually resided inside a 6ft-high sa@@tificate requests approved on the
RA server were transferred to the CA server udimgply disks and vice versa.



Grid-Ireland was also a participant in significarternational research such as the EU
EMI, StratusLab, Mantychore and SCI-BUS projecsswall as the EU/USA HELIO
project and the global CERN LHC computing for thELAS and LHCb detectors.

Higgs boson observed at CERN.
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Figure 8: Grid-lIreland csTCDie site contribution to CERN LHC computing

Ultimately, however, it became a casualty of theneenic crash of 2008 (aka Global
Financial Crisis, or GFC), and was gracefully ctbdewn on 31-Dec-2012.
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Further information on the
CosmoGirid Project is available

at www.CosmoGrid.ie or by
contacting the CosmoGrid Office,
5 Merrion Square, Dublin 2.
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