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Object name: csTCDie Grid Site Beowulf Clusters Batlstore

Vintage: c.

2009

Synopsis: Complex of clusters & storage (1500 ¢66£sTB) using 1Gbps Ethernet
interconnect and 10Gbps backbone, participant ta®ad, EGEE, EGI, and CERN
LHC computing. From 2013 repurposed as SCSS Cloud.

Description:
From 2009 onwards the complex of clusters and géotlaat comprised the csTCDie
grid site were extensively upgraded, eventuallyaxmating 1500 compute cores
and 600 TB of storage, plus the Grid-Ireland s@tegay, redundant OpsCentre
servers and national servers.

CTMB024 10Ge LC-LC transceiver

- : A front-end L .
Bridgs smllﬁﬂll XFP 10Ge . 2 pcs%i'iﬁiiﬁf&?éfﬁigﬁ
8 x Dell | v back End | B | 10Ge short range, LC connector
sr1scniils 5 | , DRAW 8 5 A xrruoe | L& i
8x 24068 RAIDT = 3 | & fsx24008RAID1 S 34[ , >  Firewall O] P i ieomn
| g a —— : Dual 10Ge XFP uplink module for
sxDelimeoo (& ¢ | % | sxpelimeoo |8 Me224 1Ge swilch
e R £ g cSTCDie grid cluster_
8 x 16GB DRAM D5 NEX16GHBRLA b A ixrp 10Ge § ol 32xDell 1950
8 x 240GB RAID1 | {8 x 240GB RAID1 o - 3 g 32x 8 cores
| 4 @ p O
—— ! ! . ! v —p (‘2 < TS
LB | S 32 x 0.5TB RAID1
8 @ | 32x0.4TBRAID4
2 National Servers o G =12 =
= 32 1950
& 8 x Dell 2950 ,'3; H Force S2410P = e 32‘ s
» 8x8cores .3 2 | xrp10ce é 93 3 Lk
- ex 160 % L 5 24port10Ge € » O HY 32x16GBDRAM
2 6TBﬁ£ErE g-_'"a 1 XFP switch o g 32 x 0.5TB RAID1
i3 T 5 le> 2 .| 32x0.4TBRAID4
2 y %3 8 ---
(1a csTCDie gateway § a o S |o 32 x Dell 1950
| - [B] (B | c = B
spare ——— e 3 2 . o= | % 32 x 8 cores
Other Servers x5 A . » 02 &1 32x166B DRAM
Dell 24TB TL2000 % I +TestGrid < @ S A B <% 32 x 0.5TB RAID1
LT04-120 Tape Library < o ﬁ XFP 10Ge XFP 10Ge XFP 10Ge o A
@ ervices 2 32 x 0.4TB RAID4
offline Spare L ; online
& ¢ online-imrgutable = = 5 neggline v SE ymutable
Dell 2950 Dell 2950 Dell 2950 Dell 2950 Dell 2950 Dell 2950 Dell 2950 4 x HP ANS542A
8 cores 8 cares 8 cores 8 cores 8 cores 8 cores & 8 cores 4xﬁ_;§nms
16GB DRAM | 16GB DRAM || 16GB DRAM | 16GB DRAM | 16GB DRAM | 1605 DAl 1668 0rAM | | 4x16GB DRAM
6TBRAIDG | 6TBRAIDG | 6TB RAID6 | 6TBRAIDG | 6TB RAID6 | @7 iains B RAID6 4 x 72TB RAID1
MD1000 MD1000 | mMmD1000 | MD1000 ~ MD1000 iSCSI \ Csi SAS ]
11.8TB RAID6 | 11.8TB RAID6 | 11.8TB RAIDG | 11.8TB RAIDG | 11.8TB RAID6 RAID6 RAID6 switch
MD1000 MD1000 'MD1000 MD1000 MD1000 .scsa “ 4 x AN543A
11.8TB RAID6 | 11.8TB RAID6 | 11.8TB RAIDG | 11.8TB RAID6 | 11.8TB RAID6 SAS controllers
MD1000 MD1000 ‘MD1000 MD1000 MD1000 Q csl AN543A
11.8TB RAIDE | 11.8TB RAIDG || 11.8TB RAID6 || 11.8TB RAIDG | 11.8TB RAIDG RAIDS 58TB RAID6
MD1000 MD1000 MD1000 “MD1000 MD1000 iSCsl WE_ 543A
11.8TB RAID6 § 11.8TB RAID6 | 11.8TB RAID6 | 11.8TB RAID6 | 11.8TB RAIDS | RAID6 ~ 58TB RAID6
~MD1000 | MD1000 | MD1000 MD1000 | MD1000 .sc& iSCsl ~ AN543A
11.8TB RAID6 | 11.8TB RAID6 || 11.8TB RAID6 | 11. s%mms 11.8TB RAID6 RAID RAID6 R/
MD1000 MD1000 MD1000 MD1000 MD1000 iScsl iscsl

Figure 1: csTCDie Grid Site architecture

The bulk of this infrastructure remains in use, angradually being repurposed as the
SCSS Cloud. At the front-end, dual dedicated 10dibgs to the 40Gbps HEAnet
Dublin ring, terminated on a Linux firewall with didsocket 6-core CPUs, 48GB



memory, RAID-1 SSDs and 10Gbps adapters. Its tvetidrad 10Gbps links fed a

Dell M8024 level-3 10Gbps 24-port router. This nated between a set of Dell blade
servers able to bridge the public and private netgjasee further below. Eight servers
had direct 10Gbps connections, eight more fordiessanding networking had 1Gbps
links to a switch with dual 10Gbps paths the rautée router then connected to the
private backbone via 4 x 10Gbps links to a Forc&2810P 10Gbps switch.

The primary csTCDie grid site was based aroundidsird 96-node Beowulf cluster.
Each node had a dual-socket 4-core CPU, 16GB ofaneand 2 x 1TB of RAID-1
(mirrored) storage. The cluster interconnect usedds Ethernet, connected to the
10Gbps backbone via three 48-port 1Gbps switch#s MiGbps uplinks. An out-of-
band parallel network served a central KVM keybgahitor/mouse.
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Figure 2: csTCDie 96-node Beowulf Cluster Racks

Job execution on the primary cluster was schedwetie site grid gateway PBS
server, which was connected to the 10Gbps backbiarene of the site gateway
switches. The site gateway switches also served af slual-redundant OpsCentre
servers that hosted those services that coulddmessfully configured this way as
well as principal national servers. These switcres servers were actually in racks
either side of the primary csTCDie cluster racks.

Additional secondary clusters were connected \@astte gateway switches. These
included a 16-node Sony PS3 Linux cluster, a 22eraddster of Dell R410 dual-
socket 6-core servers with 48MB memory and 2 x TBAID-1 storage, a 16-node
ELgrid cluster for adaptive eLearning, a 9-nafiRenginewith 2-d toroidal SCI
interconnect for virtual reality, a 16-node GPUst&r with 64 cores and 32 GPUs,
and aTestGridwith about 40-nodes plus porting targets (seendisee in this catalog



for the VRengine, GPU cluster and TestGrid). Inrten these resided in a set of
racks known as the OpsCentre racks. The PS3 anddk&iBtérs were together on
large custom shelving units.

The Operations Cenire machine room at TCD
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Figure 3: csTCDie OpsCentre Racks
Left: Grid-Ireland Grid Manager John Walsh, righdr.Brian Coghlan
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The 10Gbps backbone connected to a 2-layer dagastohitecture that assumed that
research communities were best able to define theiadata and develop front-end
interfaces, whilst common back-ends could takeb#tst advantage of economies of
scale. A set of front-end bridge servers were gledito minimize restrictions on
implementations and security policies, isolatingnthfrom back-ends and each other.

Shared cluster {3

The back-ends assumed communities had their ovenattaess patterns that could be
described via two propertiesyutability andfrequency-of-accesand so different
storage technologies were provided for frequertbeased mutable and immutable
data, and a third technology for infrequently-asegsdata.

Frequently-accessed mutable data was handled B/BXBS9100 with a highly
available filesystem across 328TB of raw or 232TBgable storage, see elsewhere
in this catalog. Problems with its 10Gbps virtualwork switch made it unreliable.

The needs of frequently-accessed immutable data well defined and had been
dealt with for a long time by the grid communityneldatastore used multiple Dell
MD1000 RAID6 SAS disk arrays with 15 x 1TB diskstiwa server per block of six
arrays, and five blocks, yielding 354TB. Performam@s kept high using large write-
through caches at all levels, as the proportionrges was very low, and no updates
ever occurred, only deletes. In 2010 some of th# disks were upgraded to 2TB.



Rarely or infrequently accessed data potentialtywad greater storage packaging
density and energy efficiency. A 70TB NexSan stersgpsystem was added in late
2010 that complied with the MAID (Massive Arrayldfe Disks) specification,
allowing disks to change state to reflect accesguency. A Dell 24-tape high-speed
tape library with an IBM Ultrium drive for 800GB 13-4 tapes was also provided.
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Figure 4: csTCDie Datastore Racks
Far left: EXDS rack, then left-to-right four MD100®acks

Over the years the csTCDie grid site was fundesh faovariety of sources, such as the
EU FP5, FP6 and FP7 programmes, the HEA PRTLI3P&RIOLI4 programmes, and
Science Foundation Ireland, with long-standing supfpom the SCSS and ISS in
Trinity College Dublin. It was a resource for a uem of national research projects,
including Cosmogrid, WebCom-G and e-INIS, andladl inajor EU grid projects,
including DataGrid, CrossGrid, EGEE, EGEE-2, EGEBR8EU.Grid, EGI-INSPIRE
and eventually the pan-EEuUropean Grid Infrastructur¢EGI), as well as other EU
projects like StratusLab, Manychore, HELIO, SCI-Bargl ERflow.

The csTCDie grid site was also a significant cdanttor to the CERN LHC computing
for the ATLAS and LHCb detectors, greater thanmf@my larger countries. It was a
Tier-2 site in theDutch ATLAS Cloudassociated to the Netherlands Tier-1 at SARA.
Typically the site received a defined proportiorited datasets, ran analysis jobs on
those datasets and ran production jobs. Even waenthnsfers into the site from
SARA were throttled to 500Mbps, transfers nevedbelpeaked at 440Mbps, and
transfers between datastore and cluster exceedepls/® was necessary to update
the Linux kernels with MSI-X support for the netwarards otherwise the default
kernel would send all the receive interrupts tangls blocking CPU core.



Higgs boson observed at CERN.
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Grid-Ireland at TCD provides computing resources to the ATLAS and LHCb
experiments. “CPU hours” refer to normalised HEPSPEC06 CPU hours.
Plot ATLAS Experiment © 2012 CERN used for informational purposes.
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Figure 5: Grid-Ireland csTCDie site contribution @ERN LHC computing

Ultimately, when Grid-Ireland, the computationaldgior Ireland, became a casualty
of the economic crash of 2008, and was gracefldlyedd down on 31-Dec-2012,

these resources were carefully repurposed in &dtagnner as the SCSS Cloud for
research and teaching usage.

This was the most substantial of a number of Bebalusters constructed by the
department, some very production-oriented, otheneradventurous, see elsewhere

in this catalog.

The homepage for this catalog islatps://www.scss.tcd.ie/SCSSTreasuresCatalog/
Click 'Accession IndeX1st column listed) for related folder, '&bout'for further
guidance. Some of the items below may be more pisopart of other categories of
this catalog, but are listed here for convenience.

Accession I ndex

Object and I dentification

TCD-SCSS-T.20121208.098

csTCDie Grid Site Beowulf Clusters and Datast@Qemplex
of clusters & storage (1500 cores/600 TB) usingdssb
Ethernet interconnect and 10Gbps backbone, paatitip
DataGrid, EGEE, EGI, and CERN LHC computing. From
2013 repurposed as SCSS Cloud, ¢.20009.

TCD-SCSS-T.20121208.094

Experimental SCSI Cluster, 4-node prototype clugsing
SCSI as interconnect, the first cluster construstate
Department of Computer Science, Trinity College Dyland
second cluster constructed in the Republic of he]d.997.



https://www.scss.tcd.ie/SCSSTreasuresCatalog/
https://www.scss.tcd.ie/SCSSTreasuresCatalog/hardware/TCD-SCSS-T.20121208.098/TCD-SCSS-T.20121208.098.pdf
https://www.scss.tcd.ie/SCSSTreasuresCatalog/hardware/TCD-SCSS-T.20121208.094/TCD-SCSS-T.20121208.094.pdf

TCD-SCSS-T.20121208.095

csTCDie Beowulf Cluster, Departmental cluster gsin
100Mbps Ethernet as interconnect, the second cluste
constructed in the Department of Computer Scienrity
College Dublin, 1998.

| TCD-SCSS-T.20141120.003

csTCDie Grid-Ireland SCI Cluster, 16-node clustging
400MB/s SCI switched interconnect, the third cluste
constructed in the Department of Computer Sciennity
College Dublin, ¢.1999.

TCD-SCSS-T.20121208.097

VRengine, 9-node virtual reality engine using 6@MSCI
2-d toroidal interconnect, ¢.2005.

TCD-SCSS-T.20121208.106

csTCDie PS3 Cluster, Ten nodes from a 16-node Sony
Playstation PS3 cluster plus build machine, usi@gds
Ethernet interconnect and running Yellow Dog Linax009.

| TCD-SCSS-T.20121208.099

csTCDie GPU Cluster, 64-core/32-GPU/16-node ctusteng
1Gbps Ethernet interconnect, ¢.2011.
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