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e-INIS and the Natio

e-INIS is a federation of core electro

nal Datastore

nic infrastructure providers

dedicated to the provision of a sustainable national e-infrastructure
supporting advanced academic research activities in lreland. It
aims to provide a cohesive e-infrastructure of a scale that enables
iInternationally competitive research.

The project is funded under the Irish Higher Education Authority’s

Programme for Research in Third-Le

vel Institutions (PRTLI), a

component of the National Development Plan.

It offers four main classes of capability: access to advanced
computing facilities, specialist expert user support and training,
secure network and grid services and pilot data management
services - the last of these comprising the National Datastore, a
federation of Regional Datastores. The first three of Regional
Datastores are at Trinity College Dublin, University College Cork and
Dublin Institute of Advanced Studies and will be online by the end of

2009.

Federation of storage allows data to

be managed under a single

namespace whilst retaining the ability to replicate across sites and to

place data near compute facilities o
consumers.

Classes of Data and

Data access can be characterized via th
frequency of access.

r other producers and

Storage

e properites of mutability and

- Immutable data is written once (and read multiple times)

Grid-lreland Operations Centre

In Ireland, the universities and other institutions of advanced
education and research are represented by the Higher Education
Authority, and computing systems at these Institutions are
interconnected by HEAnet.

Grid-lreland is a managed layer above HEAnet providing grid
services. The aim is to to enable communities of users, for example,
astrophysics, geneticists or linguists to construct virtual
organisations above Grid-lreland.
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The national Grid is closely monitored and maintained by the
operations team, based in Trinity College Dublin. The Grid-Ireland
OpsCentre is the EGEE Regional Operations Centre (ROC) for Ireland

- Mutable data is changed in-place
- Frequently accessed data needs to be stored in an 'online’' facility

- Infrequently accessed data can be stored in nearline facilities and
brought online automatically, with some extra latency

- Rarely accessed data can be stored offline in facilites that require
adminstrator intervention to bring online

We use glLite Grid technology with inexpensive hardware to support the
iImmutable online accesses. Performance and resilience are achieved

through replication and aggressive cach

Ing.

For mutable data, maintaining consistency of replicas becomes more of a

problem. More expensive, high availabi

lity, hardware is used.

Nearline solutions utilising MAID technology are under investigation for
future expansion. The limited tape capability is being reserved for
administator-initiated offline backups. Long term curation of data is

outside the remit of the pilot.

Regional Datastore Hardware in TCD

The Ops Centre in TCD hosts the first site to be online in the
federated national datastore. This builds upon conventional grid
storage, which will continue to be available in the current way, with a
new architecture that uses technology such as IRODS and the notion
of 'bridge servers' as a translation layer to provide complete
flexibility to user communities in how they access their data while
ensuring all write accesses are secured using PKI based on grid
certificates. So far in excess of 0.5 PB of storage is running at TCD
(with plans to extend that) with sites at UCC and DIAS due to come
online by the end of the year.

| |
front-end PCTM8024 10Ge LC-LC transceiver
B rl d g e S e rV e rS Bridge Servers Bridge Servers XEP 106932 é A PCS}';FZ’;XS;%fgt?:af't?ggg?j;
8 x Dell M600 8 x Dell M600 B 10Ge sh LC t
8 x 8 cores - 8 x 8 cores B o vback-end C Force1((e)?3|§>)_rt )2!229$CX4 ?ggﬁz ?(2
: 8x16GBDRAM & £ | 2 §8x16GBDRAM |© £ A XFP10Ge , et A port to GX4
By decoupling the front end 8x 240GBRAID1 = 2 | 2 |8 x240GB RAID1 < 3 Firewall [0 [ * V6220 1Ge swich
- §E J& S E | P Nexe 1co e
from the back end, the bridge SXERREEN = 2 ] - | SxENENN 2 , csTCDie grid cluster
"y X N 2 X N = O
: 8 x 16GB DRAM 8 x 16GB DRLA o
( Commu nlty Servers > faC | I ItateS . h :24OGB | \ :24OGB . [ A x:P 10Ge ¢ ) § g 3322xxDae::c:r9e§0
| T T ) . 7))
RN = - Insulation of user - > O 32 x 16GB DRAM
VPN: Sélcuw:'@d,, cohnmiunity protocols o T T | B 2 32 x 0.5TB RAID1
g S A N S 2 communities from each other's _ = E _ - ? g 2xEERar
= i1 I P 0 P 0 g o National Servers 8 [T = National Servers 8 [T -S < 32 x Dell 1950
= T T S 2 activities 8xDell2950 <3 & 8x Dell 2950 < Force S2410P >
- wf S — © L 8x8cores T2 A% 8x8cores X 2 J xrp10Ge R @2 3 32 Xggores
: (D , J i , 0 i 0 i qL) 1 . 8 x 16GB DRAM ﬁ g > 8 x 16GB DRﬂtg g B 24'p°rt1OGe e P (‘2 .: 32 x 16GB DRAM
=l A j E j [ ] [ S = - Implementation of front-ends xR R || SxISEREETE & 2 XFP switch & : | smxosRAD!
M| (M| [M M[ M| [M M| (M| M ot = L o~ o N ) x 0.
) e 1i|2]~|N L2 N} f==e| 1] ]|2]=(N M- Redundant OpsCentre B = o B 45 ¥ 5
~ wn ! -
e g bl S T ) DR R by communities 15| csTopie gateway 8 2 o b 5 2| s2xpelisso
-= i Domain0 Domain0 O o g - > 0 O S«
51 @ = 2 - Freedom of communities in Other Servers X & A a NEX i 5
— - Y h £ - J +TestGrid | © SR e T 5 32 x 0.5T8 RAID1
Y4 OW ro n _e n S a re XFP 10Ge XFP 10Ge XFP 10Ge Q. I
{E = OpsCentre Services cocrs | ) 32 x 0.4TB RAID4
: offline S s g
............. MICIOSEIVICeS. o omm o amcane | m p I e m e ntEd o utable nearline SE | omnullggle
NESASCS l - Freedom of communities to Dell 2950 Dell 2950 Dell 2950 Dell 2950 Dell 2950 Dell 2950 Dell 2950 4 x HP AN542A
. . . 8 cores 8 cores 8 cores 8 cores 8 cores 8 cores i 8 cores 4 x 8 cores
define their own security 16GB DRAM | 16GB DRAM | 16GB DRAM || 16GB DRAM | 16GB DRAM | 16GE DrAm 1662 0raM | | 4x 16GB DRAM
N 7 X o 6TBRAID6 || 6TBRAID6 || 6TBRAID6 | 6TBRAID6 | 6TBRAID6 | 678 RAIDG B RAID6 4 x 72TB RAID1
PO licies MD1000 MD1000 MD1000 MD1000 MD1000 iSCSI \ csl SAS
. 11.8TB RAID6 || 11.8TB RAID6 [l 11.8TB RAID6 || 11.8TB RAID6 | 11.8TB RAID6|  A106 DG switch
- Scaling of the back end MD1000 MD1000 MD1000 MD1000 MD1000 [ ] “ 4 x AN543A
11.8TB RAID6 [l 11.8TB RAID6 | 11.8TB RAID6 | 11.8TB RAID6 | 11.8TB RAID6 SAS controllers
_ | , . MD1000 MD1000 MD1000 MD1000 MD1000 ." 0 csi AN543A
Grid Storage (write once) High availability storage 11.8TB RAID6 || 11.8TB RAID6 J| 11.8TB RAID6 || 11.8TB RAID6 || 11.8TB RAID6 RAID6 58TB RAID6
: MD1000 MD1000 MD1000 MD1000 MD1000 iSCSI AN543A
V 11.8TB RAID6 [l 11.8TB RAID6 || 11.8TB RAID6 | 11.8TB RAID6 | 11.8TB RAID6 RAID6 58TB RAID6
MD1000 MD1000 MD1000 MD1000 MD1000 .sc iSCSI AN543A
~20TB Tape 11.8TB RAID6 || 11.8TB RAID6 [l 11.8TB RAID6 | 11.8TB RAID6 | 11.8TB RAID6|  =AID RAID6 58TB RAID6
Admin Backups MD1000 MD1000 MD1000 MD1000 MD1000 iSCSI iSCSI AN543A
11.8TB RAID6 } 11.8TB RAID6 fl 11.8TB RAID6 1 11.8TB RAID6 | 11.8TB RAID6 L 12106 RAID6 58TB RAID6

Higher Education Authority

An tUdaras um Ard-Oideachas

SClGG

el S

The Irish National e-Infrastructure

Enabling Grids
for E-sciencE




