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Abstract. Existing architectures and tools for visualization on the Grid
(Virtual Reality:VR, Augmented Reality:AR) include: CrossGrid [1], glo-
gin [2], GVK [3], Migrating Desktop [4] and Gvid [5]. Whereas these ar-
chitectures were useful for some applications they cannot be considered
as complete. Our paper proposes a complete architecture that provides
a more generic solution for applications involving visualization and sim-
ulation. The paper presents the architecture and scenarios for interoper-
ability with existing grids.

1 Introduction

There are numerous visualization applications that may benefit from the Grid’s
computational power but are not doing so because of missing supporting grid
infrastructure. Here a basic architecture is proposed to serve these applications
and enhance their performance. A generic architecture that can be used by all
visualization applications is required. The visualization pipeline can be conceived
in several ways [6]. In this paper the visualization pipeline is considered as a
sequence of four tasks, computation, interaction, rendering and display. The Grid
can handle the computation and delegate the data produced from the Grid to
a dedicated visualization engine which can then stream the images to a display.
For it to be a common facility for arbitrary Grids, the visualization engine should
be a part of a metagrid infrastructure.

This paper is divided into six sections including this one. The second section
overviews existing grid visualization solutions and their limitations. The third
section states the objectives of our architecture while the fourth and fifth sec-
tions describe the visualization architecture and it’s interoperability with the
Grid. The paper concludes with a summary and some comments about further
improvements.

2 Literature Overview

In this section a quick overview of the technologies, architectures and tools used
so far in grid visualization will be discussed and analysed. The limitations of
those solutions are highlighted and the degree of success of these solutions in
various applications is examined.
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2.1 Technologies

This work derives from involvement in the EU CrossGrid project [1] which was
oriented towards compute and data-intensive applications that involve the in-
teraction of a user in the processing loop. Such applications require a response
from the Grid to an action by a human agent in different time scales. Tools de-
veloped within the CrossGrid project are glogin, Gvid, GVK, and the Migrating
Desktop. These are briefly described here.

glogin: This tool provides a tunnel into the Grid and therefore facilitates
interaction with the Grid’s resources.

Gvid: Allows rendering to be done on Grid resources, with transmission of
resulting video over the Grid.

GVK: With GVK the user is able to control the execution of a grid appli-
cation by installing a bi-directional interactive link between the scientific appli-
cation and the visualization tool. The link itself is established using the glogin
tool

Migrating Desktop: The Migrating Desktop is a framework for a graphical
user interface for application management, grid and job monitoring, data and
metadata management. This graphical environment is used as an advanced client
for accessing grid resources in CrossGrid.

2.2 Applications

The above CrossGrid visualization tools have been applied in various domains
including health and environment. These are briefly overviewed below.

Blood Flow Simulation: A Grid-based prototype system for pretreatment
planning in vascular interventional and surgical procedures through real-time in-
teractive simulation of vascular structure and flow. The system consists of a dis-
tributed real-time simulation environment, with which a user interacts in Virtual
Reality (VR). A 3D model of a patient’s arteries, derived using medical imaging
techniques, serves as input to the environment for blood flow calculations.

Flood Crisis System: Grid-enabled simulations of three physical systems
pertinent to flood crisis management: meteorology, hydrology and hydraulics.
The main component of the system is a highly automated early warning system,
based on hydro-meteorological (snowmelt) rainfall-runoff simulations.

2.3 Limitations

In each of the examples above there is a problem in that the application devel-
oper’s task is to write application-specific plugins that can communicate with
the appropriate web services. Is there away around this problem? For every ap-
plication a plugin is required. This plugin can be very specific to the type of
simulation being run within the visualization application. For widely used soft-
ware, like VTK, it may be possible to have a range of plugins available, but it
would be better if no extra software was needed on the application side.
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Other interactive visualization applications have used tools such glogin to
tunnel into the Grid and run the applications on the Grid through this pseudo
terminal. This indeed is running an interactive application on the Grid but
there are two problems with this. Firstly, when using common middleware such
as Globus [7], LCG2 [8] or EGEE [9] the application has to be installed on the
”gatekeeper” that the user uses glogin to connect to. Secondly this application
is running on the gatekeeper and not a general compute node.

3 Objectives

In this section the objectives of the architecture will be described. Fundamental
issues addressed are:

1. Providing a complete architecture.
2. Covering most of the visualization applications.
3. Imposing minimum re-engineering costs.
4. Interoperating with all Grids.
5. Use of the Grid for the computation.

What is needed is a complete architecture that will deal with visualization
applications that are compute intensive, allowing for interaction and performance
increases. Not restricting the architecture to a particular Grid infrastructure is
also an important objective, and so we target a metagrid rather than a specific
Grid. We intend that the visualization engine should be part of a metagrid
infrastructure. This visualization engine is described in the next section.

4 Visualization Architecture

Visualization is generically broken down into four parts,

– Computation
– Interaction
– Rendering
– Display

While the Grid succeeded so far in offering computational power, it hasn’t
provided a universal solution for interaction, rendering or display. So in our
architecture the main focus is on these three aspects. Existing solutions have
tackled one or more of these issues to some extent, but not all three together.
For interaction, glogin is a very adequate solution that gives the user a direct
login connection into compute nodes. Rendering, on the other hand, traditionally
depends on the local workstation at which the user is at. In some cases the
visualization application is run on the gatekeeper and glogin is used to view
its output. This is not ideal as the graphical capabilities of the gatekeeper are
unknown, and more importantly that is not the job of the gatekeeper.
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In our architecture we suggest that a dedicated visualization engine be put
in place to deal with jobs that require more power in rendering their output.
The head node of the visualization engine is added to a gatekeeper queue. By
way of example we have constructed a Visualization Engine comprising of the
following components:

– 9-node VRengine
– WorkerNode Software
– Scalable Coherent Interconnect (SCI)
– Chromium
– AccessGrid

Chromium [10] is a system for manipulating streams of graphics API com-
mands on clusters of workstations. Chromium’s stream filters can be arranged to
create sort-first and sort-last parallel graphics architectures that, in many cases,
support the same applications while using only commodity graphics accelerators.
In addition, these stream filters can be extended programmatically, allowing the
user to customize the stream transformations performed by nodes in a cluster.

We have incorporated a high-speed interconnect, SCI [11], configured in a 3-d
torus. At present the only protocol that is supported by Chromium is TCP/IP,
so the Dolphin SuperSockets [12] is used to provide a fast and transparent way
for TCP/UDP/IP to use SCI as the transport medium. The major benefits are
a high bandwidth and much lower socket latency than network technologies like
Gigabit Ethernet, Infiniband and Myrinet.

Finally, for the display it is important that streams of rendered images be
conveyed from the visualization engine to the (remote) user via widely used
protocols that have good supporting display software. We have chosen to adopt
the AccessGrid [13] streaming protocols for this purpose. This has the distinct
advantage that the visualization output stream can be incorporated into Access-
Grid video conferences.

5 Interoperability with Grid

Various job submission will be explored in this section that involve visualization.

Scenario 1: In this scenario the user submits a job to a resource broker. The
simulation is then sent to one or more compute nodes by the resource broker.

Scenario 2: Involves the creation of a wrapper around the resource broker
which would split the job into two parts. The first computation part would be
sent to the compute nodes and the second part would be sent to the visualization
engine.

Scenario 3: Involves a modification of the job description with added informa-
tion about the visualization pipeline.
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6 Comments

In this paper we have presented the integration of a visualization service into
a metagrid and have presented three scenarios of job submission where this
visualization engine could be used.
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